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ERROR ANALYSIS OF THE STRANG SPLITTING FOR
THE 3D SEMILINEAR WAVE EQUATION WITH

FINITE-ENERGY DATA

MAXIMILIAN RUFF

Abstract. We study a variant of the Strang splitting for the time inte-
gration of the semilinear wave equation under the finite-energy condition
on the torus T3. In the case of a cubic nonlinearity, we show almost
second-order convergence in L2 and almost first-order convergence in H1.
If the nonlinearity has a quartic form instead, we show an analogous
convergence result with an order reduced by 1/2. To our knowledge these
are the best convergence results available for the 3D cubic and quartic
wave equations under the finite-energy condition. Our approach relies
on continuous- and discrete-time Strichartz estimates. We also make use
of the integration and summation by parts formulas to exploit cancella-
tions in the error terms. Moreover, error bounds for a full discretization
using the Fourier pseudo-spectral method in space are given. Finally, we
discuss a numerical example indicating the sharpness of our theoretical
results.

1. Introduction

We study the time integration of the semilinear wave equation with power
nonlinearity

∂2
t u − ∆u + µuα = 0, (t, x) ∈ [0, T ] × T3,

u(0) = u0, ∂tu(0) = v0,
(1.1)

where α ∈ {2, 3, 4, 5} and we allow for both signs µ ∈ {−1, 1}. The initial
data (u0, v0) is assumed to belong to the physically natural energy space
H1(T3) × L2(T3). To keep the presentation simpler, we mostly restrict
ourselves to the model cases of powers α ∈ {3, 4}.

It is well known that local wellposedness of (1.1) (and its variants with
nonlinearity µ|u|α−1u for α ∈ (1, 5]) can be shown by a fixed-point argument.
If α ≤ 3, the nonlinear terms can be controlled only using classical tools
such as Sobolev embedding. In the case of higher powers α > 3, one has to
exploit the dispersive character of the wave equation. A particular useful tool
are the Strichartz estimates, which control mixed space-time LpLq norms of
solutions to the linear wave equation in terms of the data. Thanks to the
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2 MAXIMILIAN RUFF

Lp norm in time, one can choose the space integrability exponent q larger
than predicted by a fixed-time Sobolev embedding. This makes it possible to
show local wellposedness of (1.1) for powers up to the critical value α = 5,
see, e.g., the monograph [30].

In this work we are interested in approximating the temporal evolution
of (1.1). A natural choice for the time integration of such equations is the
class of second-order trigonometric (or exponential) integrators, cf. chapter
XIII.2.2 of [13] for an overview. As explained in [4], these methods in one-step
form can be interpreted as variants of the Strang splitting with additional
filter functions in the nonlinear part. In the context of an ordinary differential
equation with a globally Lipschitz continuous nonlinearity, error estimates
for such schemes were derived in, e.g., [8, 11, 13, 4]. For the PDE (1.1) with
pure power nonlinearity, an error analysis was for the first time given in [9],
but only in the one-dimensional case. The proof uses a similar strategy as
the earlier work [21] for the nonlinear Schrödinger equation. It was shown
that under the finite-energy assumption (u, ∂tu) ∈ H1 × L2, trigonometric
integrators converge with order two in L2 × H−1 and with order one in
the energy space H1 × L2 itself, even if no filter functions are used. In
[3], the same error bounds were shown in a more general setting which in
particular allows for rough L∞ coefficients in the nonlinear part. This made
it necessary to equip the schemes with suitable filter functions to avoid
numerical resonances for certain step-sizes. The higher dimensional cases
d ∈ {2, 3} were also considered in [3], but only under the stronger regularity
assumption (u, ∂tu) ∈ H2 × H1.

In the proofs of the one-dimensional results in [9, 3], it was crucially
exploited that the Sobolev space H1 forms an algebra. This is however not
the case in higher dimensions, where the estimates for the nonlinear terms
become more delicate. The first attempts to exploit Strichartz estimates in
numerical analysis were made in the case of nonlinear Schrödinger equations,
starting from [16]. Subsequent works used discrete-time Strichartz estimates
to show error bounds under low regularity assumptions, such as [15, 7, 22]
for the nonlinear Schrödinger equation on Rd and [23, 17] in the case of
nonlinear Schrödinger equation on the torus Td. In the latter case, the
authors further made use of discrete Bourgain spaces. For the nonlinear
wave equation (1.1), less literature is available in this context. Based on
discrete-time Strichartz estimates, in [27] an error analysis of the Lie splitting
for (1.1) (with nonlinearity µ|u|α−1u for α ∈ [3, 5]) on the full space R3 was
given, notably including the scaling-critical power α = 5. It was shown that
under the assumption (u, ∂tu) ∈ H1 × L2, the scheme converges with optimal
first order in L2 × H−1.

Recently, another class of methods to approximate the temporal evolution
of nonlinear dispersive problems especially in low regularity gained a lot of
attention, namely, the low-regularity integrators. See [26] for an overview.
Due to an improved local error structure, such schemes can allow for higher
convergence rates at low regularity than classical methods such as the Strang
splitting. The authors in [20] proposed the corrected Lie splitting, which
is a low-regularity integrator that can be applied to the nonlinear wave
equation (1.1). It was shown that the corrected Lie splitting is second-order
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convergent in H1×L2 under the regularity condition (u, ∂tu) ∈ H1+d/4×Hd/4

for dimensions d ∈ {1, 2, 3}. See also [6] for an error analysis of the corrected
Lie splitting in lower regularity. However, the analyses from [20, 6] do not
apply to our problem (1.1) since they require a global Lipschitz condition on
the nonlinearity, which is not satisfied by the polynomial uα.

The purpose of this paper is, at first, to extend the discrete-time Strichartz
estimates for the wave equation from [27] to the bounded domain T3. By
exploiting the finite propagation speed of the wave equation, we obtain locally
in time the same Strichartz estimates as on the full space R3. Moreover,
we aim to prove optimal error bounds for a second-order scheme applied to
(1.1) under the finite-energy condition. For powers α away from the critical
value α = 5, our convergence rates are higher than those obtained in [27].
In the important cubic case α = 3, we almost recover the optimal temporal
second-order convergence. Finally, we extend our results to the fully discrete
setting (using the Fourier pseudo-spectral method) with optimal spatial
convergence.

In [27], the terms stemming from the local error were estimated using
discrete Strichartz estimates. This led to a loss of convergence order in the
error analysis of the formally second-order corrected Lie splitting. In the
present paper, we show that at least in the case of the Strang splitting, one
can avoid this issue by using the time-continuous Strichartz estimates instead.
In the cubic case α = 3, it even turns out that we do not need any discrete
Strichartz estimates to prove our error result (the continuous ones are still
used). This is related to the fact that, as mentioned above, the wellposedness
of (1.1) can in this case be shown without using Strichartz estimates. In the
case α = 4 however, we need the discrete-time Strichartz estimates to ensure
the stability of the numerical scheme.

Even though our nonlinearity is of pure power-type, we have to make
use of a filter function inside the nonlinearity when estimating the terms
resulting from the local error (compared to the one-dimensional case [9]).
This is essentially because in 3D the multiplication by an H1 ∩ L∞ function
is not a bounded operator on H−1. As a filter, we use the operator Πτ−1

which in both components is the Fourier multiplier for the characteristic
function of the square [−τ−1, τ−1]3, where τ > 0 denotes the time step size.
This particular choice is made for several reasons. First, it enables us to
use the summation by parts formula to exploit cancellations in the terms
stemming from the local error. Second, a filter of this type is needed to
obtain discrete-time Strichartz estimates (compare, e.g., [15, 22, 23, 17, 27]),
which are necessary for α = 4. Third, it fits well to the spatial discretization
with the Fourier pseudo-spectral method. As a main conceptual novelty, the
proof of our error estimates combines the summation/integration by parts
technique (as already used in, e.g., [4, 3]) with the use of Strichartz estimates.

While extending our results to the fully discrete setting, we face the
difficulty that one cannot take advantage of negative-order Sobolev spaces
when estimating the trigonometric interpolation error. We solve this issue
by using an Lq estimate for the trigonometric interpolation error from [14, 1,
25].
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1.1. Results in the semi-discrete setting. In this paper we analyze
a variant of the Strang splitting scheme that computes approximations
Un ≈ (u(nτ), ∂tu(nτ)) for a step size τ > 0 and n ∈ N0. With the notation
A(u, v) := (v, ∆u) for the wave operator and G(u, v) := (0, −µuα) for the
nonlinearity, the semi-discrete form of the scheme reads

Un+1/2 = eτA[Un + τ
2 G(Πτ−1Un)],

Un+1 = Un+1/2 + τ
2 G(Πτ−1Un+1/2),

U0 = (u0, v0).
(1.2)

This scheme fits into the class of trigonometric integrators in one-step
formulation as described in Section XIII.2.2 of [13], with “inner filter”
Πτ−1 = diag(πτ−1 , πτ−1). It corresponds to a variant of “method (B̃)” that
was proposed and analyzed in the one-dimensional case in [9]. See (2.3) for
the precise definition of the filter.

Theorem 1.1. Let U = (u, ∂tu) ∈ C([0, T ], H1(T3) × L2(T3)) solve the
semilinear wave equation (1.1). Then there are a constant C > 0 and a
maximum step size τ0 > 0, such that the approximations Un obtained by the
Strang splitting scheme (1.2) satisfy the following error bounds. If α = 3,

∥U(nτ) − Un∥H1×L2 ≤ Cτ | log τ |,
∥U(nτ) − Un∥L2×H−1 ≤ Cτ2| log τ |,

and for α = 4,

∥U(nτ) − Un∥H1×L2 ≤ Cτ
1
2 ,

∥U(nτ) − Un∥L2×H−1 ≤ Cτ
3
2 .

Theses bounds are uniform in τ ∈ (0, τ0] and n ∈ N0 with nτ ≤ T . The
numbers C and τ0 only depend on T and ∥U∥L∞([0,T ],H1×L2).

Remark 1.2. In the case of a quadratic nonlinearity α = 2, an inspection
of the proof of Theorem 1.1 shows that one obtains the same error bounds
as in the cubic case α = 3. For the case of the critical power α = 5, it is
possible to show the convergence results

∥U(nτ) − Un∥L2×H−1 ≤ Cτ,

∥U(nτ) − Un∥H1×L2 → 0,
(1.3)

as τ → 0, uniformly in n ∈ N0 with nτ ≤ T . We do not give the details since
(1.3) was already shown for the simpler Lie splitting on the full space R3 in
[27]. One can show the corresponding result for the torus T3 by combining
the arguments from there with the Strichartz estimates for T3 developed in
the present paper.

Remark 1.3. We compare our 3D results to the known results in 1D. If
α = 3, our convergence rates are almost the same as those obtained in the
one-dimensional cases in [9, 3]. For α = 4, Theorem 1.1 exhibits an order
reduction. This reduction and the convergence behavior in (1.3) can be
observed in our numerical experiment in Subsection 5.2.
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Remark 1.4. The logarithm in the result of Theorem 1.1 for α = 3 comes
from the use of the endpoint Strichartz estimate for the L2L∞ norm that
only holds with a logarithmic correction, cf. Corollary 2.8.

Remark 1.5. We will sometimes exploit that our nonlinearity is a polynomial
in u, but strictly speaking, this is not necessary. With somewhat greater
technical effort we could also treat the equation

∂2
t u − ∆u = g(u) (1.4)

with a general nonlinearity g ∈ C2(R,R) satisfying the bounds
|g(z)| ≲ 1 + |z|α,

|g′(z)| ≲ 1 + |z|α−1,

|g′′(z)| ≲ 1 + |z|α−2,

for z ∈ R. This covers in particular the semilinear Klein–Gordon equation
since the lower-order mass term can be moved into the nonlinearity. One
could also allow fractional α. For α ∈ (3, 5), the convergence of the Strang
splitting (1.2) would then be of order (7 − α)/2 in the L2 × H−1 norm and
of order (5 − α)/2 in the H1 × L2 norm, respectively.

Remark 1.6. One might wonder if under our assumption (u, ∂tu) ∈ H1 ×L2,
a low-regularity integrator such as the corrected Lie splitting proposed in [20]
can give higher convergence rates than classical schemes such as the Strang
splitting. The authors in [20] show that this is possible in the one-dimensional
case. However, in our 3D case we did not succeed to find such a result so far.

1.2. The fully discrete scheme. Denoting by K ≥ 1 the spatial discretiza-
tion parameter for the Fourier pseudo-spectral method, we consider the fully
discrete scheme

UK
n+1/2 = eτA[UK

n + τ
2 IKG(Πτ−1UK

n )]

UK
n+1 = UK

n+1/2 + τ
2 IKG(Πτ−1UK

n+1/2)

UK
0 = ΠK(u0, v0).

(1.5)

Here, we use the notation IK = diag(IK , IK) for the trigonometric interpola-
tion operator IK , cf. Definition 5.1. For this scheme, we obtain fully discrete
error bounds of spatial order K−1. This is optimal in view of the projection
error

∥(I − ΠK)U(nτ)∥L2×H−1 ≲ K−1∥U(nτ)∥H1×L2 ,

cf. Lemma 2.12.

Theorem 1.7. Let U = (u, ∂tu) ∈ C([0, T ], H1(T3) × L2(T3)) solve the
semilinear wave equation (1.1). Then there are positive constants C, τ0, and
K0, such that the approximations UK

n obtained by the fully discrete Strang
algorithm (1.5) satisfy the error bounds

∥U(nτ) − UK
n ∥L2×H−1 ≤ C(τ2| log τ | + K−1), if α = 3,

∥U(nτ) − UK
n ∥L2×H−1 ≤ C(τ

3
2 + K−1), if α = 4,

uniformly in τ ∈ (0, τ0], K ≥ K0 and n ∈ N0 with nτ ≤ T . The numbers C,
τ0, and K0 only depend on T and ∥U∥L∞([0,T ],H1×L2).
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Remark 1.8. Here we could also treat the general equation (1.4). In view
of the error bound for the trigonometric interpolation from Lemma 5.3, we
then would additionally need the third derivative of g with bound

|g′′′(z)| ≲ 1 + |z|α−3.

Remark 1.9. In view of the error bounds of Theorem 1.7, it might be
advantageous to choose the spatial resolution finer than the temporal one. In
the case K > α/τ , it turns out that the highest frequencies (ΠK − Πα/τ )UK

n

in (1.5) are only influenced by the linear part etA and not by the nonlinear
function G. Therefore, in that case, if one is only interested in the numerical
approximation UK

N for some N ≫ 1, the high-frequency part can be computed
directly from the initial data via (ΠK −Πα/τ )UK

N = eNτA(ΠK −Πα/τ )(u0, v0),
without time-stepping. This idea was also exploited in the recent paper [6].

Remark 1.10. The differential equation (1.1) is posed on the torus T3 which
corresponds to a cube with periodic boundary conditions. We could also
treat the problem on a cube with Dirichlet or Neumann boundary conditions
by restricting the full Fourier basis to a sine or cosine basis. We omit the
details for the sake of brevity.

1.3. Organization of the paper. In Section 2, we give a review on
Strichartz estimates for the linear wave equation. We give a proof for the
discrete-time inequalities on the torus and state all the Strichartz estimates
needed in this paper. Moreover, we collect some important properties of the
filter operator. In Section 3 we give a brief review on the local wellposedness
theory of (1.1) and give important estimates for its solution. In Section 4,
the error analysis of the semi-discrete Strang splitting (1.2) is carried out, in
particular, the proof of Theorem 1.1. The last Section 5 contains the proof
of the fully discrete error bounds from Theorem 1.7. Finally, we discuss a
numerical experiment to illustrate our temporal error bounds.

1.4. Notations. We write A ≲ B (or A ≲β B) if A ≤ cB for a generic
constant c > 0 (depending on quantities β). The torus T3 is understood as
the cube [−π, π]3 where one identifies opposite sides. We denote the space
of distributions on the torus by D′(T3). The k-th Fourier coefficient of a
distribution v ∈ D′(T3) is defined by

v̂k = (2π)− 3
2 ⟨v, e−ik·x⟩D′(T3)×D(T3), k ∈ Z3.

For a real number s ∈ R, the Sobolev spaces on T3 are given by

Hs(T3) = {v ∈ D′(T3) : ∥v∥Hs(T3) < ∞}

with norm
∥v∥2

Hs(T3) =
∑

k∈Z3

(1 + |k|2)s|v̂k|2. (1.6)

In Section 2, we will also make use of the Fourier transform and Sobolev
spaces on R3. We write F for the Fourier transform on R3, using the
convention with the prefactor (2π)−3/2. We also use the notation û := Fu.
In the context of Fourier multipliers, we often simply write ξ instead of the
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map ξ 7→ ξ. For s ∈ R, we use the inhomogeneous and homogeneous Sobolev
norms

∥w∥Hs(R3) = ∥(1 + |ξ|2)
s
2 ŵ∥L2(R3), ∥w∥Ḣs(R3) = ∥|ξ|sŵ∥L2(R3),

if ŵ ∈ L1
loc(R3). The homogeneous Sobolev space Ḣs(R3) is defined as

Ḣs(R3) = {w ∈ S ′(R3) : ŵ ∈ L1
loc(R3) and ∥w∥Ḣs(R3) < ∞},

where S(R3) denotes the space of tempered distributions on R3. By Propo-
sition 1.34 of [2], the homogeneous space Ḣs(R3) is complete if and only if
s < 3/2.

Let h : R → R be a bounded function. To denote the Fourier multiplication
operator for the function ξ 7→ h(|ξ|) (on R3) and k 7→ h(|k|) (on T3), we will
use the notation h(|∇|) in both cases. It is clear from the definition of the
Sobolev norms that the operator h(|∇|) is uniformly bounded on all spaces
Hs(T3), Hs(R3) and Ḣs(R3).

Let p ∈ [1, ∞], J be a time interval, and X be a Banach space. We use
the Bochner space Lp(J, X) with norm

∥F∥Lp(J,X) =
( ∫

J
∥F (t)∥p

X

) 1
p
,

and the usual modification for p = ∞. If a “free” variable t occurs in such a
Bochner norm, the time integration is carried out with respect to t. For a
step size τ > 0, we also introduce the discrete-time norm

∥F∥ℓp
τ (J,X) :=

(
τ

∑
n∈Z

nτ∈J

∥Fn∥p
X

) 1
p
.

To simplify notation we often write ∥Fn∥ℓp
τ (J,X) instead of ∥(Fn)n∈Z∥ℓp

τ (J,X),
where again a “free” variable n is assumed as the summation variable.
In the case J = [0, T ], we abbreviate Lp

T X = Lp([0, T ], X) and ℓp
τ,T X =

ℓp
τ ([0, T ], X).

2. Linear estimates

2.1. Continuous and discrete Strichartz estimates on the full space.
A triple (p, q, γ) is called admissible (in dimension three), if p ∈ (2, ∞],
q ∈ [2, ∞), and

1
p

+ 1
q

≤ 1
2 ,

1
p

+ 3
q

= 3
2 − γ. (2.1)

One then has γ ∈ [0, 3
2), and the equality in (2.1) is called scaling condition.

The following theorem is well known, cf. Chapter IV.1 of [28].

Theorem 2.1. Let (p, q, γ) be admissible. Then we have the estimate

∥eit|∇|f∥Lp(R,Lq(R3)) ≲p,q ∥f∥Ḣγ(R3),

for all f ∈ Ḣγ(R3).

Observe that the triple (p, q, γ) = (∞, 2, 0) corresponds to the usual energy
estimate. If we take p < ∞, then the scaling condition implies that we save
1/p derivatives compared with a fixed-time Sobolev embedding.



8 MAXIMILIAN RUFF

Remark 2.2. The transformation f 7→ f̄ shows that in the estimates of this
subsection, one can always replace eit|∇| with e−it|∇|.

The estimate from Theorem 2.1 can be applied to the wave equation
in the following way. Let γ ∈ [0, 3

2). For given initial data f ∈ Ḣγ(R3),
g ∈ Ḣγ−1(R3), we define the function

w(t) := cos(t|∇|)f + |∇|−1 sin(t|∇|)g, t ∈ R.

Using the Fourier transform, one checks that w ∈ C(R, Ḣγ(R3)) is the
distributional solution to the linear wave equation

∂ttw − ∆w = 0, w(0) = f, ∂tw(0) = g,

and Theorem 2.1 gives the estimate

∥w∥Lp(R,Lq(R3)) ≲p,q ∥f∥Ḣγ(R3) + ∥g∥Ḣγ−1(R3),

whenever (p, q, γ) is admissible.
To obtain discrete-time Strichartz estimates, it is necessary to include a

suitable filter operator. This was first observed in case of the Schrödinger
equation, cf. [15]. On the full space, we will use the circular Fourier cut-off

π̃K := F−1
1B(0,K)F (2.2)

at level K ≥ 1. In [27], the following discrete Strichartz estimate for the
half-wave group was proven.

Theorem 2.3. Let (p, q, γ) be admissible. Then we have the estimate

∥π̃Keinτ |∇|f∥ℓp
τ (R,Lq(R3)) ≲p,q (1 + Kτ)

1
p ∥f∥Ḣγ(R3),

for all τ ∈ (0, 1], K ≥ 1, and f ∈ Ḣγ(R3).

This estimate is optimal in the following sense. If we assume that Kτ ≥ 1
and only consider the term with n = 0 in the left-hand side of Theorem 2.3,
we obtain the frequency-localized Sobolev embedding

∥π̃Kf∥Lq(R3) ≲p,q K
1
p ∥f∥Ḣγ(R3),

which in general is sharp by scaling.
The estimates of Theorem 2.1 and 2.3 fail at the so-called “double endpoint”

(p, q, γ) = (2, ∞, 1). However, estimates with logarithmic corrections in time
and frequency are available. In [27], the following discrete-time bound was
shown, inspired by a corresponding inequality for the continuous case in [18].

Theorem 2.4. The estimate

∥π̃Keinτ |∇|f∥ℓ2
τ,T L∞(R3) ≲ (1 + Kτ + log(1 + KT ))

1
2 ∥f∥Ḣ1(R3),

holds for all τ ∈ (0, 1], K ≥ 1, T ≥ 0, and f ∈ Ḣ1(R3).
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2.2. Strichartz estimates for the half-wave group on the torus.
Thanks to the finite speed of propagation for the wave equation, one expects
that locally in time, one has the same Strichartz estimates on the torus T3 as
on the full space R3. For continuous time, this has been carried out in, e.g.,
[19] by using suitable extension and cut-off operators. We will follow the
same strategy to prove corresponding versions of the discrete-time Theorems
2.3 and 2.4 for the torus.

Let E : D′(T3) → S ′(R3) denote the periodic extension operator (where
we interpret T3 = [−π, π]3 as above). Note that for f ∈ C∞(T3) we have
Ef ∈ C∞(R3) with periodic partial derivatives. The next lemma shows
that an extended Sobolev function multiplied with a smooth cut-off function
belongs to the corresponding Sobolev space on R3.

Lemma 2.5. Let η ∈ C∞
c (R3) and s ∈ R. Then the estimate
∥ηEf∥Hs(R3) ≲η,s ∥f∥Hs(T3)

is true for any f ∈ Hs(T3).

Proof. By approximation, it suffices to consider smooth f . The statement
is clear if s = 0, and inductively extends to all s ∈ N. By interpolation,
we then infer the assertion for all s ≥ 0. The case s < 0 is handled via
duality. Let (ϕj)j∈N be a smooth partition of unity such that

∑
j∈N ϕj = 1

and ϕj ∈ C∞
c (R3) with supp ϕj ⊆ {yj} + (−π, π)3 for all j ∈ N and some

yj ∈ R3. We compute

∥ηEf∥Hs(R3) = sup
∥g∥H−s(R3)=1

∣∣∣ ∫
R3

ηEf · g dx
∣∣∣

= sup
∥g∥H−s(R3)=1

∣∣∣ ∑
j∈N

∫
{yj}+(−π,π)3

Ef · ηgϕj dx
∣∣∣

≤ sup
∥g∥H−s(R3)=1

∥f∥Hs(T3)
∑
j∈N

∥ηgϕj∥H−s(R3) ≲η,s ∥f∥Hs(T3),

where the supremum is taken over smooth g. Here we used that we can
consider (ηgϕj)(yj + ·) as a test function on T3, and that the sum is actually
finite thanks to the compact support of η. □

For the discrete-time Strichartz estimates, we need to introduce a Fourier
cut-off on the torus (similar as (2.2) on R3). For f ∈ D′(T3) and K ≥ 1 we
define the square frequency cut-off operator πK via the truncated Fourier
series

(πKf)(x) := (2π)− 3
2

∑
|k|∞≤K

f̂keik·x, x ∈ T3. (2.3)

Here, the sum is taken over all k ∈ Z3 with |k|∞ = maxj=1,2,3 |kj | ≤ K,
and f̂k denotes the k-th Fourier coefficient of f . From the definition of the
Sobolev norm (1.6), it follows that πK is bounded on all spaces Hs(T3),
uniformly in s ∈ R and K ≥ 1.

Theorem 2.6. Let (p, q, γ) be admissible and T ≥ 0. We then have the
estimates

∥einτ |∇|πKf∥ℓp
τ,T Lq(T3) ≲p,q,T (1 + Kτ)

1
p ∥f∥Hγ(T3),
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∥einτ |∇|πKh∥ℓ2
τ,T L∞(T3) ≲T (1 + Kτ + log K)

1
2 ∥h∥H1(T3),

for all f ∈ Hγ(T3), h ∈ H1(T3), τ ∈ (0, 1], and K ≥ 1.

Proof. We only give the proof for the first estimate, since the second one can
be shown in the same way, using Theorem 2.4 instead of Theorem 2.3. We
define the function v(t) := eit|∇|πKf for t ∈ R. Since

v(t) = eit|∇|πKf = cos(t|∇|)πKf + i|∇|−1 sin(t|∇|)|∇|πKf

is the smooth solution to the linear homogeneous wave equation on R × T3

with initial data (πKf, i|∇|πKf), the extended function Ev solves the corre-
sponding problem on R × R3 with extended initial data (EπKf, iE|∇|πKf),
i.e.,

(∂tt − ∆)Ev = 0, Ev(0) = EπKf, ∂tEv(0) = iE|∇|πKf.

Let η ∈ C∞
c (R3) be a cut-off function such that η = 1 on B(0,

√
3π + T ).

The function
w(t) := cos(t|∇|)(ηEπKf) + i|∇|−1 sin(t|∇|)(ηE|∇|πKf), t ∈ R,

solves the same full space wave equation with truncated initial data. Finite
speed of propagation yields Ev(t, x) = w(t, x) for all (t, x) ∈ R1+3 with
|t| + |x| ≤

√
3π + T . This condition is in particular satisfied if (t, x) ∈

[0, T ] × (−π, π)3. Consequently,
∥v(nτ)∥ℓp

τ,T Lq(T3) (2.4)

= ∥Ev(nτ)∥ℓp
τ,T Lq((−π,π)3) = ∥w(nτ)∥ℓp

τ,T Lq((−π,π)3) ≤ ∥w(nτ)∥ℓp
τ,T Lq(R3)

≤ ∥ cos(nτ |∇|)ηEπKf∥ℓp
τ,T Lq(R3) + ∥|∇|−1 sin(nτ |∇|)ηE|∇|πKf∥ℓp

τ,T Lq(R3).

We decompose the cosine-term in (2.4) as
∥ cos(nτ |∇|)ηEπKf∥ℓp

τ,T Lq(R3) (2.5)

≤ ∥π̃2Ke±inτ |∇|ηEπKf∥ℓp
τ,T Lq(R3) + ∥(I − π̃2K)e±inτ |∇|ηEπKf∥ℓp

τ,T Lq(R3).

The first term of (2.5) is estimated using Theorem 2.3 and Lemma 2.5, which
gives

∥π̃2Ke±inτ |∇|ηEπKf∥ℓp
τ,T Lq(R3) ≲p,q (1 + Kτ)

1
p ∥ηEπKf∥Ḣγ(R3)

≲T (1 + Kτ)
1
p ∥f∥Hγ(T3).

For the second term of (2.5), we first compute the Fourier transform

(2π)
3
2 F(ηEπKf) = η̂ ∗ F(EπKf) = η̂ ∗

∑
|k|∞≤K

f̂kδk =
∑

|k|∞≤K

f̂kη̂(· − k),

where δk denotes the Dirac delta at k ∈ Z3. We now use the Hausdorff–Young
inequality to obtain

∥(I − π̃2K)e±inτ |∇|ηEπKf∥ℓp
τ,T Lq(R3)

≤ ∥1{|ξ|≥2K}e±inτ |ξ|F(ηEπKf)∥ℓp
τ,T Lq′ (R3)

≲T ∥1{|ξ|≥2K}
∑

|k|∞≤K

|f̂k||η̂(· − k)|∥Lq′ (R3).
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For |ξ| ≥ 2K ≥
√

4
3 |k|, we can estimate

∑
|k|∞≤K

|f̂k| ≲ K
3
2
( ∑

|k|∞≤K

|f̂k|2
) 1

2
≲ |ξ|

3
2 ∥f∥L2(T3)

thanks to Cauchy–Schwarz and Parseval. Moreover,
|η̂(ξ − k)| ≲η |ξ − k|−5 ≤ (|ξ| − |k|)−5 ≲ |ξ|−5

since η̂ is a Schwartz function. Altogether, this gives

∥(I − π̃2K)e±inτ |∇|ηEπKf∥ℓp
τ,T Lq(R3) ≲T ∥1{|ξ|≥2K}|ξ|−

7
2 ∥Lq′ (R3)∥f∥L2(T3)

≲ ∥f∥L2(T3).

For the sine term in (2.4), we treat the low frequencies separately to avoid
problems coming from the negative homogeneous derivative |∇|−1. We
decompose

∥|∇|−1 sin(nτ |∇|)ηE|∇|πKf∥ℓp
τ,T Lq(R3)

≤ ∥π̃1|∇|−1 sin(nτ |∇|)ηE|∇|πKf∥ℓp
τ,T Lq(R3)

+ ∥(I − π̃1)π̃2K |∇|−1e±inτ |∇|ηE|∇|πKf∥ℓp
τ,T Lq(R3)

+ ∥(I − π̃2K)|∇|−1e±inτ |∇|ηE|∇|πKf∥ℓp
τ,T Lq(R3).

For the low frequencies, we use Bernstein’s inequality in space, Hölder’s
inequality in time, the boundedness of x 7→ 1

x sin x and finally Lemma 2.5 to
obtain

∥π̃1|∇|−1 sin(nτ |∇|)ηE|∇|πKf∥ℓp
τ,T Lq(R3)

≲T ∥π̃1|∇|−1 sin(nτ |∇|)ηE|∇|πKf∥ℓ∞
τ,T L2(R3)

≲T ∥π̃1ηE|∇|πKf∥L2(R3) ≲ ∥ηE|∇|πKf∥Hγ−1(R3) ≲T ∥|∇|πKf∥Hγ−1(T3)

≤ ∥f∥Hγ(T3).

The medium and high frequency terms are treated with the same technique
used for the cosine-term. Theorem 2.3 and Lemma 2.5 give

∥(I − π̃1)π̃2K |∇|−1e±inτ |∇|ηE|∇|πKf∥ℓp
τ,T Lq(R3)

≲p,q (1 + Kτ)
1
p ∥(I − π̃1)|∇|−1ηE|∇|πKf∥Ḣγ(R3)

≲ (1 + Kτ)
1
p ∥ηE|∇|πKf∥Hγ−1(R3) ≲T (1 + Kτ)

1
p ∥f∥Hγ(T3),

where the operator I − π̃1 was used to replace the homogeneous by the
inhomogeneous Sobolev norm. Finally, we get similar as above

∥(I − π̃2K)|∇|−1e±inτ |∇|ηE|∇|πKf∥ℓp
τ,T Lq(R3)

≤ ∥1{|ξ|≥2K}|ξ|−1e±inτ |ξ|F(ηE|∇|πKf)∥ℓp
τ,T Lq′ (R3)

≲T ∥1{|ξ|≥2K}|ξ|−1 ∑
|k|∞≤K

|kf̂kη̂(· − k)|∥Lq′ (R3)

≲ ∥1{|ξ|≥2K}
∑

|k|∞≤K

|f̂kη̂(· − k)|∥Lq′ (R3)
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≲T ∥f∥L2(T3).

The assertion now follows from (2.4). □

We now show that the discrete-time Strichartz estimates imply the ones in
continuous time, using an argument from Theorem 1.3 of [29]. The estimates
could also be deduced from the full space inequalities reasoning as in Theorem
2.6, cf. [19].

Corollary 2.7. Let (p, q, γ) be admissible and T > 0. We then have the
estimates

∥eit|∇|f∥Lp
T Lq(T3) ≲p,q,T ∥f∥Hγ(T3),

∥eit|∇|πKh∥L2
T L∞(T3) ≲T (1 + log K)

1
2 ∥h∥H1(T3),

for all f ∈ Hγ(T3), h ∈ H1(T3), and K ≥ 1.

Proof. We only give the proof for the second estimate, since it is somewhat
non-standard. The first one can be proven in the same way, additionally
using the density of functions having compact Fourier support in Hγ(T3).
From Theorem 2.6 we get

τ
N∑

n=0
∥πKeinτ |∇|h∥2

L∞(T3) ≲T (Kτ + log K)∥h∥2
H1(T3)

for all τ ∈ [1/K, 1] and N ∈ N0 with Nτ ≤ T . We now replace h with eiθ|∇|h
and integrate from 0 to τ to obtain∫ τ

0

N∑
n=0

∥πKei(nτ+θ)|∇|h∥2
L∞(T3) dθ ≲T (Kτ + log K)∥h∥2

H1(T3),

which implies the assertion if we set τ = 1/K. □

2.3. Application to the wave equation on T3. From now on we will
only work on T3, hence we will abbreviate Lq = Lq(T3) etc. Moreover, we
will only use admissible triples (p, q, γ) with derivative loss γ = 1. We call a
pair (p, q) H1-admissible if (p, q, 1) is admissible in the sense of (2.1).

Corollary 2.8. Let T > 0, f ∈ H1, g ∈ L2, F ∈ L1
T L2, and w ∈

C([0, T ], H1) be the solution to the inhomogeneous wave equation

∂ttw − ∆w = F, w(0) = f, ∂tw(0) = g.

Let moreover (p, q) be H1-admissible. Then w satisfies the estimates

∥w∥Lp
T Lq + ∥πτ−1w(nτ)∥ℓp

τ,T Lq ≲p,q,T ∥f∥H1 + ∥g∥L2 + ∥F∥L1
T L2 ,

∥πKw∥L2
T L∞ ≲T (1 + log K)

1
2
(
∥f∥H1 + ∥g∥L2 + ∥F∥L1

T L2

)
for all τ ∈ (0, 1] and K ≥ 1.

Proof. By Duhamel’s formula, w is given by

w(t) = cos(t|∇|)f + t sinc(t|∇|)g +
∫ t

0
(t − s) sinc((t − s)|∇|)F (s) ds,
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for t ∈ [0, T ], where sinc(z) = sin(z)/z. We only give the details for the
discrete-time estimate, since the others are obtained similarly, using Corollary
2.7 in place of Theorem 2.6. First, by Theorem 2.6,

∥πτ−1 cos(nτ |∇|)f∥ℓp
τ,T Lq ≤ ∥πτ−1e±inτ |∇|f∥ℓp

τ,T Lq ≲p,q,T ∥f∥H1 .

For the other terms we need to treat the zero-th Fourier coefficient separately.
We get

∥πτ−1nτ sinc(nτ |∇|)g∥ℓp
τ,T Lq ≲T ∥πτ−1e±inτ |∇||∇|−1(g − ĝ0)∥ℓp

τ,T Lq + |ĝ0|

≲p,q,T ∥|∇|−1(g − ĝ0)∥H1 + ∥g∥L2 ≲ ∥g∥L2 ,

and similarly∥∥∥πK

∫ nτ

0
(nτ − s) sinc((nτ − s)|∇|)F (s) ds

∥∥∥
ℓp

τ,T Lq

≤
∫ T

0
∥πK(nτ − s) sinc((nτ − s)|∇|)F (s)∥ℓp

τ,T Lq ds

≲T

∫ T

0
∥πKei(nτ−s)|∇||∇|−1(F (s) − F̂0(s))∥ℓp

τ,T Lq ds +
∫ T

0
|F̂0(s)| ds

≲p,q,T

∫ T

0
∥e−is|∇||∇|−1(F (s) − F̂0(s))∥H1 ds +

∫ T

0
∥F (s)∥L2 ds

≲ ∥F∥L1
T L2 . □

It is often convenient to work with the wave equation in first-order formu-
lation. We therefore define the operator

A :=
(

0 I
∆ 0

)
, (2.6)

which maps continuously Hr+1×Hr → Hr ×Hr−1 and generates the strongly
continuous group of operators

etA =
(

cos(t|∇|) t sinc(t|∇|)
−|∇| sin(t|∇|) cos(t|∇|)

)
on Hr × Hr−1, for all r ∈ R.

Corollary 2.9. Let f ∈ H1, g ∈ L2, and F ∈ ℓ1L2. For τ ∈ (0, 1] and
n ∈ N, we define

Wn := enτA(f, g) +
n∑

k=0
e(n−k)τA

(
0

Fk

)
.

Let wn be the first component of Wn. For T ≥ 0 and H1-admissible (p, q) we
then get the estimate

∥πτ−1wn∥ℓp
τ,T Lq ≲p,q,T ∥f∥H1 + ∥g∥L2 + ∥F∥ℓ1

τ,T L2 .

Proof. The estimate for the term containing (f, g) is already contained in
Corollary 2.8. The term containing F is treated in the same manner as the
corresponding term in Corollary 2.8. □
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Corollary 2.10. Let (p, q) be H1-admissible and T > 0. Then we have the
estimates ∥∥∥ ∫ T

0
e−sA

(
0

F (s)

)
ds

∥∥∥
L2×H−1

≲p,q,T ∥F∥
Lp′

T Lq′ ,∥∥∥ ∫ T

0
e−sA

(
0

πKG(s)

)
ds

∥∥∥
L2×H−1

≲T (1 + log K)
1
2 ∥G∥L2

T L1 ,

for all F ∈ Lp′

T Lq′, G ∈ L2
T L1 and K ≥ 1.

Proof. These estimates follow from the dual versions from Corollary 2.7 for
γ = 1, which are given by∥∥∥ ∫ T

0
e−is|∇|F (s) ds

∥∥∥
H−1

≲p,q,T ∥F∥
Lp′

T Lq′ ,∥∥∥ ∫ T

0
πKe−is|∇|G(s) ds

∥∥∥
H−1

≲T (1 + log K)
1
2 ∥G∥L2

T L1 . (2.7)

We give the details for the term containing G. We split∥∥∥ ∫ T

0
e−sA

(
0

πKG(s)

)
ds

∥∥∥
L2×H−1

≲
∥∥∥ ∫ T

0
πKs sinc(−s|∇|)G(s) ds

∥∥∥
L2

+
∥∥∥ ∫ T

0
πK cos(−s|∇|)G(s) ds

∥∥∥
H−1

.

The cosine term is estimated directly using (2.7), and for the sine term we
compute∥∥∥ ∫ T

0
πKs sinc(−s|∇|)G(s) ds

∥∥∥
L2

≲
∥∥∥ ∫ T

0
πKe±is|∇|(G(s) − Ĝ0(s)) ds

∥∥∥
H−1

+
∣∣∣ ∫ T

0
sĜ0(s) ds

∣∣∣
≲T (1 + log K)

1
2 ∥G − Ĝ0∥L2

T L1 + ∥G∥L1
T L1 ≲T (1 + log K)

1
2 ∥G∥L2

T L1 ,

using (2.7) and |Ĝ0(s)| ≤ ∥G(s)∥L1 . □

2.4. Some properties of the filter operator πK. We will need the
following Bernstein-type estimates.

Lemma 2.11. Let r ∈ R, s ≥ 0 and q ∈ [2, ∞). We then have the estimates

∥πKh∥Hs+r ≲ Ks∥h∥Hr ,

∥πKf∥Lq ≲q K
3( 1

2 − 1
q

)∥f∥L2 ,

for all K ≥ 1, f ∈ L2, and h ∈ Hr.

Proof. The first estimate follows directly from the representation of the
Sobolev norm (1.6), and the second one uses the first one combined with
Sobolev embedding. □

The following lemma quantifies the convergence πK → I as K → ∞, and
will be used to control the error terms that arise from the insertion of the
filter into the numerical scheme (1.2).
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Lemma 2.12. For all K ≥ 1 and s > 0, we can write
I − πK = (K−1|∇|ϕK)s,

for an operator ϕK that is bounded uniformly in K on all Sobolev spaces Hr,
r ∈ R. We moreover get the estimate

∥(I − πK)f∥Hγ ≤ Kγ−r∥f∥Hr

for all K ≥ 1, r ∈ R, γ ≤ r, and f ∈ Hr.

Proof. We work in Fourier space. Let ϕK be the Fourier multiplier for the
function 1{|k|∞>K}K/|k|, which is bounded by 1. The estimate then follows
from

∥(I − πK)f∥Hγ = Kγ−r∥(|∇|ϕK)r−γf∥Hγ ≤ Kγ−r∥f∥Hr . □

The next lemma will be crucially exploited in the error analysis of (1.2)
when using the summation by parts formula. This strategy is inspired by [3],
cf. Property (OF4) in Theorem 3.14 there. Roughly speaking, the idea is the
following. From basic semigroup theory, for v ∈ Hr × Hr−1, the integral∫ T

0
etAv dt ∈ Hr+1 × Hr

is an element of the domain of A; and

A

∫ T

0
etAv dt = (eT A − I)v.

We would like to exploit something similar in the discrete setting, namely,
that

τA
N−1∑
n=0

enτA

is a bounded operator on Hr × Hr−1, uniformly in τ ∈ (0, 1] and N ∈ N
with Nτ ≤ T . If we formally insert the geometric sum formula, we obtain

τA
N−1∑
n=0

enτA = τA
eNτA − I

eτA − I
.

But this does not lead anywhere since the operator eτA − I might not be
invertible for certain “resonant” step-sizes τ . However, if we introduce the
filter operator

Πτ−1 := diag(πτ−1 , πτ−1)
and apply the assertion of the following Lemma 2.13, we get

Πτ−1τA
N−1∑
n=0

enτA = Ψτ (eNτA − I),

which indeed is a bounded operator on Hr × Hr−1 as desired.

Lemma 2.13. For all τ ∈ (0, 1], we can write

τAΠτ−1 = (eτA − I)Ψτ ,

where the operator Ψτ is bounded uniformly in τ on all Sobolev spaces
Hr × Hr−1, r ∈ R.
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Proof. One checks that the equality holds for

Ψτ := −τ

2Πτ−1


|∇| sin(τ |∇|)
cos(τ |∇|) − I

I

∆ |∇| sin(τ |∇|)
cos(τ |∇|) − I

 .

This operator is uniformly bounded in τ thanks to the presence of Πτ−1 ,
which ensures that we only need to consider the Fourier modes with τ |k| ≤√

3τ |k|∞ ≤
√

3. Therefore, we can exploit that the function

x 7→ x sin x

cos x − 1
is bounded on [0,

√
3]. □

3. Nonlinear Wave equation

3.1. Review of local wellposedness theory. The wellposedness theory
for (1.1) is well known, therefore we only address the most important points.
See, e.g., the monographs [30, 28] for more details.1 Note that, thanks to
finite propagation speed, the local theory is essentially identical to that of
the corresponding problem on the full space R3. We first reformulate the
equation (1.1) as a first-order system in time. Using the wave operator A
from (2.6) and the notation

g(u) := −µuα, G(u, v) := (0, g(u))

for the nonlinearity, one obtains the equivalent system
∂tU(t) = AU(t) + G(U(t)), t ∈ [0, T ],

U(0) = (u0, v0)
(3.1)

for the new variable U =̂ (u, ∂tu). The local wellposedness is shown by a
classical fixed point argument based on the Duhamel formula

U(t) = etA(u0, v0) +
∫ t

0
e(t−s)AG(U(s)) ds (3.2)

for (3.1). In the case α = 3, the Sobolev embedding H1 ↪→ L6 implies that
the nonlinearity G leaves the space H1 × L2 invariant. Therefore, the fixed
point space for U can be chosen as a closed ball in C([0, b], H1 ×L2) for some
b > 0 small enough. If α = 4, one needs to involve a Strichartz space for u in
the fixed point space. A particular choice that fits well to the the estimate
from Corollary 2.9 is the space L6([0, b], L9). This leads to the following local
wellposedness theorem for the nonlinear wave equation (1.1).

Theorem 3.1. Let α < 5 and R > 0. Then there exists a time b = b(R) > 0
such that for all (u0, v0) ∈ H1 × L2 with ∥(u0, v0)∥H1×L2 ≤ R, there is a
unique function u ∈ C([0, b], H1) ∩ C1([0, b], L2) ∩ C2([0, b], H−1) solving
(1.1). For α = 4, we moreover get u ∈ L6([0, b], L9) with estimate

∥u∥L6
b
L9 ≲ R. (3.3)

1We also refer to [24] for the question of “unconditional uniqueness”.
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Remark 3.2. a) The local wellposedness theory is slightly different in the
case of the critical power α = 5. More precisely, the a-priori existence time
b > 0 then not only depends on the H1 × L2 norm of the initial data (u0, v0),
but also on the initial data itself.

b) If α ∈ {3, 5} and µ = 1, one can exploit the energy conservation law to
show that solutions to (1.1) are in fact global in time. This does not work if
µ = −1 or α is even, since in those cases the energy might become negative
and does not control the H1 × L2 norm. However, in this work we will not
address questions of long-time behavior.

From now on we will always assume the existence of a solution on a fixed
interval [0, T ].
Assumption 3.3. There exists a time T > 0 and a solution U = (u, ∂tu) of
the nonlinear equation (1.1) with α ∈ {3, 4} such that

u ∈ C([0, T ], H1) ∩ C1([0, T ], L2) ∩ C2([0, T ], H−1)
with bound

M := ∥U∥L∞
T (H1×L2). (3.4)

3.2. Nonlinear estimates. We derive some important estimates for u from
Assumption 3.3 that will be used later. First, we extend the a-priori estimate
(3.3) to other H1-admissible Strichartz pairs (p, q), to the possibly larger
time interval [0, T ], and also to a discrete-time estimate.
Proposition 3.4. Let u, T , and M be given by Assumption 3.3 and let (p, q)
be H1-admissible. Then we have the estimates

∥u∥Lp
T Lq + ∥πKu∥Lp

T Lq + ∥πτ−1u(nτ)∥ℓp
τ ([0,T ],Lq) ≲p,q,M,T 1,

∥πKu∥L2
T L∞ ≲M,T (1 + log K)

1
2

for all τ ∈ (0, 1] and K ≥ 1.
Proof. We only need to show that

∥g(u)∥L1
T L2 ≲M,T 1, (3.5)

then the result follows from Corollary 2.8. In the case α = 3, the bound (3.5)
already follows from the Sobolev embedding H1 ↪→ L6. If α = 4, we take
b = b(M) from Theorem 3.1. Let L ∈ N be the minimal number such that
jb ≥ T . The bound (3.3) then implies that

∥u∥L6
T L9 ≤

( L∑
j=1

∫ jb

(j−1)b
∥u(t)∥6

L9 dt
) 1

6
≲ L

1
6 M ≲M,T 1.

Sobolev and Hölder inequalities now yield that
∥g(u)∥L1

T L2 ≤ ∥u3∥L1
T L3∥u∥L∞

T L6 ≲T ∥u∥3
L6

T L9∥u∥L∞
T H1 ≲M,T 1,

thus (3.5) is also true for α = 4. □

In the next lemma we give convergence rates for the difference between
g(u) and g(πKu). We will often use the elementary Lipschitz bound

|g(v) − g(w)| ≲ (|v|α−1 + |w|α−1)|v − w| (3.6)
for the nonlinearity g.
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Lemma 3.5. Let u, T , and M be given by Assumption 3.3. Then we have
the estimate

∥g(u) − g(πKu)∥L1
T H−1 ≲M,T K−1.

Moreover, if α = 3,
∥g(u) − g(πKu)∥L1

T L2 ≲M,T K−1(1 + log K),

and for α = 4,
∥g(u) − g(πKu)∥L1

T L2 ≲M,T K− 1
2 .

These estimates are uniform in K ≥ 1.

Proof. In the general case, we estimate
∥g(u) − g(πKu)∥L1

T H−1

≲ ∥(|u|α−1 + |πKu|α−1)(I − πK)u∥
L1

T L
6
5

≲ (∥u∥α−1
Lα−1

T L3(α−1) + ∥πKu∥α−1
Lα−1

T L3(α−1))∥(I − πK)u∥L∞
T L2

≲M,T K−1∥u∥L∞
T H1 ≲M K−1,

using the Sobolev embedding L
6
5 ↪→ H−1, estimate (3.6), Hölder’s inequality,

Proposition 3.4, and Lemma 2.12. Similarly, for α = 4,
∥g(u) − g(πKu)∥L1

T L2 ≲ ∥(|u|3 + |πKu|3)(I − πK)u∥L1
T L2

≲ ∥(|u|3 + |πKu|3)∥L1
T L6∥(I − πK)u∥L∞

T L3

≲ (∥u∥3
L3

T L18 + ∥πKu∥3
L3

T L18)∥(I − πK)u∥
L∞

T H
1
2

≲M,T K− 1
2 ∥u∥L∞

T H1 ≲M K− 1
2 ,

where the Sobolev embedding H
1
2 ↪→ L3 and Proposition 3.4 with (p, q) =

(3, 18) were used. Let now α = 3. Then we decompose
∥g(u) − g(πKu)∥L1

T L2 ≤ ∥g(u) − g(πK2u)∥L1
T L2 + ∥g(πK2u) − g(πKu)∥L1

T L2 .

We obtain similar as before
∥g(u) − g(πK2u)∥L1

T L2 ≲ ∥(|u|2 + |πK2u|2)(I − πK2)u∥L1
T L2

≲ ∥(|u|2 + |πK2u|2)∥L1
T L6∥(I − πK2)u∥L∞

T L3

≲T (∥u∥2
L4

T L12 + ∥πK2u∥2
L4

T L12)∥(I − πK2)u∥
L∞

T H
1
2

≲M,T K−1∥u∥L∞
T H1 ≲M K−1,

using (p, q) = (4, 12), and
∥g(πK2u) − g(πKu)∥L1

T L2

≲ ∥(|πK2u|2 + |πKu|2)πK2(I − πK)u∥L1
T L2

≲ ∥(|πK2u|2 + |πKu|2)∥L1
T L∞∥πK2(I − πK)u∥L∞

T L2

≲ (∥πK2u∥2
L2

T L∞ + ∥πKu∥2
L2

T L∞)∥(I − πK)u∥L∞
T L2

≲M,T K−1(1 + log K)∥u∥L∞
T H1 ≲M K−1(1 + log K).
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Here, the logarithmic estimate for the L2
T L∞ norm from Proposition 3.4 was

applied. □

4. Error analysis of the semi-discretization in time

We now start with the error analysis of the splitting scheme (1.2). Note
that since G(u, v) = (0, g(u)) we have G(Πτ−1Un+1/2) = G(Πτ−1Un+1), thus
we can also state the scheme in the more compact form

Un+1 = eτAUn + τ

2
(
eτAG(Πτ−1Un) + G(Πτ−1Un+1)

)
. (4.1)

In view of a later iteration argument, we allow here for general initial values
U0 ̸= U(0). We often denote the discrete times by tn := nτ .

4.1. Error recursion. We first establish a useful decomposition of the error.

Proposition 4.1. Let U = (u, ∂tu) be given from Assumption 3.3 and Un

be given by (4.1). Define the error En by
En := U(tn) − Un. (4.2)

We then have
En = enτAE0 + B(nτ) + Dn + Qn (4.3)

for all τ ∈ (0, 1], and n ∈ N0 with tn ≤ T . The appearing terms are given by

B(t) :=
∫ t

0
e(t−s)A[G(U(s)) − G(Πτ−1U(s))] ds,

Dn := τ2

2

∫ tn

0
e(nτ−s)A(⌊ s

τ ⌋ − s
τ )(⌈ s

τ ⌉ − s
τ )

(
d1(s)

d2(s) + d3(s) + d4(s)

)
ds,

(4.4)

Qn := τ
n∑

k=0
e(n−k)τAck[G(Πτ−1U(tk)) − G(Πτ−1Uk)],

where c0 = cn := 1
2 , ck := 1 for k ∈ {1, . . . , n − 1}, and

d1(t) := −2g′(πτ−1u(t))πτ−1∂tu(t),
d2(t) := g′′(πτ−1u(t))

[
|∇πτ−1u(t)|2 + (πτ−1∂tu(t))2]

,

d3(t) := g′(πτ−1u(t))πτ−1g(u(t)),
d4(t) := 2g′(πτ−1u(t))πτ−1∆u(t).

(4.5)

We can alternatively write

Dn = τ2

2

∫ τ

0
s
τ ( s

τ − 1)
n−1∑
k=0

e((n−k)τ−s)A
(

d1
d2 + d3 + d4

)
(tk + s) ds. (4.6)

Proof. A straightforward induction based on (4.1) shows that the numerical
solution satisfies the discrete Duhamel formula

Un = enτAU0 + τ
n∑

k=0
cke(n−k)τAG(Πτ−1Uk). (4.7)

We subtract it from its continuous analogue (see (3.2))

U(nτ) = enτAU(0) +
∫ nτ

0
e(nτ−s)AG(U(s)) ds
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to obtain

En = enτAE0 + B(nτ) +
∫ tn

0
e(nτ−s)AG(Πτ−1U(s)) ds

− τ
n∑

k=0
cke(n−k)τAG(Πτ−1U(tk)) + Qn.

To get the desired formula for Dn, we use the error representation of the
trapezoidal sum∫ tn

0
F (s) ds − τ

n∑
k=0

ckF (tk) = 1
2

n−1∑
k=0

∫ tk+1

tk

(s − tk)(s − tk+1)F ′′(s) ds,

where we set F (s) := e(nτ−s)AG(Πτ−1U(s)). We compute

F ′(s) = e(nτ−s)A
[

−
(

0 I
∆ 0

) (
0

g(πτ−1u(s))

)
+ d

ds

(
0

g(πτ−1u(s))

) ]

= e(nτ−s)A
(

−g(πτ−1u(s))
g′(πτ−1u(s))πτ−1∂tu(s)

)
and

F ′′(s) = e(nτ−s)A
[

−
(

0 I
∆ 0

) (
−g(πτ−1u(s))

g′(πτ−1u(s))πτ−1∂tu(s)

)

+ d
ds

(
−g(πτ−1u(s))

g′(πτ−1u(s))πτ−1∂tu(s)

) ]

= e(nτ−s)A
(

d1(s)
d2(s) + d3(s) + d4(s)

)
,

using that ∆[g(w)] = g′′(w)|∇w|2 + g′(w)∆w and the differential equation
(1.1). Since

1
2

n−1∑
k=0

∫ tk+1

tk

(s − tk)(s − tk+1)F ′′(s) ds

= τ2

2

∫ tn

0
(⌊ s

τ ⌋ − s
τ )(⌈ s

τ ⌉ − s
τ )F ′′(s) ds = Dn,

we can conclude that formula (4.3) is true. The substitution s̃ = s − tk yields
the alternative representation (4.6). □

4.2. Estimates for error terms resulting from the filter. We now
deal with the term B in (4.3) that results from the introduction of the filter
function Πτ−1 . Here we face the following difficulty. If we move the L2 ×H−1

norm inside the integral and apply Lemma 2.12, we end up with a term
roughly of the form

τ2∥g′(u)∆u∥L1
T H−1 .

Now we would like to use a nonlinear product estimate, but we do not
have enough regularity available to obtain an optimal error bound. For
example, consider α = 3 so that g′(u) ≈ u2. From Assumption 3.3 we get
u ∈ L∞

T H1 and ∆u ∈ L∞
T H−1. Moreover, thanks to Proposition 3.4 we

can exploit that almost u ∈ L2
T L∞. But a product estimate of the form
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∥vw∥H−1 ≲ ∥v∥H1∩L∞∥w∥H−1 is wrong because in 3D, in general one only
has

∥vw∥H−1 ≲ ∥v∥W 1,3∩L∞∥w∥H−1 ,

which would require additional integrability.
To solve this problem, we follow a different strategy. We do not move the

L2 × H−1 norm into the integral at first. Instead, we involve integration by
parts in time, which helps to “move regularity to the right position”. This
technique was used previously in, e.g., [3] in a context without Strichartz
estimates.

Lemma 4.2. Let U = (u, ∂tu), T , and M be given by Assumption 3.3. Let
B be given by (4.4). We then have the following estimates. If α = 3,

∥B(t)∥H1×L2 ≲M,T τ(1 + | log τ |),
∥B(t)∥L2×H−1 ≲M,T τ2(1 + | log τ |),

and for α = 4,

∥B(t)∥H1×L2 ≲M,T τ
1
2 ,

∥B(t)∥L2×H−1 ≲M,T τ
3
2 ,

uniformly in τ ∈ (0, 1] and t ∈ [0, T ].

Proof. Since
∥B(t)∥H1×L2 ≲T ∥g(u) − g(πτ−1u)∥L1

T L2 ,

the bounds for the energy norm follow directly from Lemma 3.5 with K = τ−1.
For the estimates in the weaker L2 × H−1-norm, we use a decomposition.
We first split2

B(t) =
∫ t

0
e(t−s)A[G(U(s)) − G(Πτ−2U(s))] ds

+
∫ t

0
e(t−s)A[G(Πτ−2U(s)) − G(Πτ−1U(s))] ds

=: I1 + I2.

Using again Lemma 3.5,
∥I1∥L2×H−1 ≲T ∥g(u) − g(πτ−2u)∥L1

T H−1 ≲M,T τ2.

For the second term, we write

G(Πτ−2U(s)) − G(Πτ−1U(s)) =
∫ 1

0
G′(Uτ,θ(s))Πτ−2(I − Πτ−1)U(s) dθ.

Here we use the notation
Uτ,θ(s) := θπτ−2U(s) + (1 − θ)πτ−1U(s)

and write uτ,θ for the first component of Uτ,θ so that

G′(Uτ,θ(s)) =
(

0 0
g′(uτ,θ(s)) 0

)
.

2Similar as in the proof of Lemma 3.5, this first decomposition is in principle only
necessary for α = 3.
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Moreover, in order to gain a power of τ , we insert the equality

(I − Πτ−1) = (τDΦτ )
7−α

2 ,

where D := diag(|∇|, |∇|), and Φτ := diag(ϕτ−1 , ϕτ−1) is given by Lemma
2.12. This leads to the representation

I2 = τ
7−α

2

∫ 1

0

∫ t

0
e(t−s)AG′(Uτ,θ(s))Πτ−2Φτ D

7−α
2 U(s) ds dθ.

Next we observe that D = JA for the operator

J :=
(

0 −|∇|−1

|∇| 0

)
.

Here we define the zero-th Fourier coefficient of |∇|−1f to be zero, for
arbitrary functions f ∈ Hr. To simplify notation, we set Φ̃τ := Πτ−2Φτ J ,
which is a bounded operator on Hr × Hr−1 for all r ∈ R, uniformly in
τ ∈ [0, 1). Altogether we derive

I2 = τ
7−α

2

∫ 1

0

∫ t

0
e(t−s)AG′(Uτ,θ(s))Φ̃τ D

5−α
2 AU(s) ds dθ.

Using the differential equation AU = ∂tU − G(U) from (3.1) that holds in
C([0, T ], L2 × H−1), we split this term again into

I2 = τ
7−α

2

∫ 1

0

∫ t

0
e(t−s)AG′(Uτ,θ(s))Φ̃τ D

5−α
2 ∂tU(s) ds dθ

− τ
7−α

2

∫ 1

0

∫ t

0
e(t−s)AG′(Uτ,θ(s))Φ̃τ D

5−α
2 G(U(s)) ds dθ

=: τ
7−α

2 (I2,1 − I2,2).

The term involving G(U) is estimated using Hölder’s inequality with 5
6 = 1

3 + 1
2

and the Sobolev embedding L
6
α ↪→ H

3−α
2 by

∥I2,2∥L2×H−1 ≲T sup
θ∈[0,1]

∥g′(uτ,θ)[Φ̃τ D
5−α

2 G(U)]1∥
L1

T L
6
5

≤ sup
θ∈[0,1]

∥g′(uτ,θ)∥L1
T L3∥|∇|

5−α
2 g(u)∥L∞

T H−1

≲ ∥|πτ−2u|α−1 + |πτ−1u|α−1∥L1
T L3∥uα∥

L∞
T L

6
α

≲
(
∥πτ−2u∥α−1

Lα−1L3(α−1) + ∥πτ−1u∥α−1
Lα−1L3(α−1)

)
∥u∥α

L∞
T L6

≲M,T 1,

where the estimate in the last line follows from Lemma 3.5. Here, the notation
[·]1 means that we take the first component of the vector.

The term involving ∂tU is integrated by parts in time, which gives

I2,1 =
∫ 1

0

[
e(t−s)AG′(Uτ,θ(s))Φ̃τ D

5−α
2 U(s)

]t

s=0
dθ

+
∫ 1

0

∫ t

0
Ae(t−s)AG′(Uτ,θ(s))Φ̃τ D

5−α
2 U(s) ds dθ

−
∫ 1

0

∫ t

0
e(t−s)A d

ds
G′(Uτ,θ(s))Φ̃τ D

5−α
2 U(s) ds dθ
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=: I2,1,1 + I2,1,2 − I2,1,3.

The boundary terms I2,1,1 can be estimated only using Sobolev and Hölder
inequalities. For θ ∈ [0, 1] and s ∈ {0, t}, we get

∥I2,1,1∥L2×H−1 ≲T ∥g′(uτ,θ(s))[D
5−α

2 Φ̃τ U(s)]1∥
L

6
5

≤ ∥g′(uτ,θ(s))∥
L

6
α−1

∥[D
5−α

2 Φ̃τ U(s)]1∥
L

6
6−α

≲
(
∥πτ−2u(s)∥α−1

L6 + ∥πτ−1u(s)∥α−1
L6

)
∥U(s)∥H1×L2 ≲M 1,

using H
α−3

2 ↪→ L
6

6−α . The term involving A is estimated by

∥I2,1,2∥L2×H−1 ≲T ∥g′(uτ,θ)[D
5−α

2 Φ̃τ U ]1∥L1
T L2

≤ ∥g′(uτ,θ)∥
L1

T L
6

α−3
∥[D

5−α
2 Φ̃τ U ]1∥

L∞
T L

6
6−α

≲M ∥πτ−2u∥α−1

Lα−1
T L

6(α−1)
α−3

+ ∥πτ−1u∥α−1

Lα−1
T L

6(α−1)
α−3

.

If α = 4, we end up with the L3
T L18 norm which by Proposition 3.4 is

uniformly bounded by a constant depending on M and T . Thus, in this
case, ∥I2,1,2∥L2×H−1 ≲M,T 1. If α = 3 we instead use the logarithmic
endpoint estimate from Proposition 3.4 for the L2

T L∞ norm, which gives
∥I2,1,2∥L2×H−1 ≲M,T 1 + | log τ |. Finally, to get the estimate for I2,1,3, we
observe that

d
ds

g′(uτ,θ(s)) = g′′(uτ,θ(s))∂suτ,θ(s)

= g′′(uτ,θ(s))(θπτ−2∂tu(s) + (1 − θ)πτ−1∂tu(s)).
If α = 4, we use the dual Strichartz estimate from Corollary 2.10 with
(p, q) = (3, 18) to obtain

∥I2,1,3∥L2×H−1 ≲T ∥g′′(uτ,θ)∂suτ,θ[D
1
2 Φ̃τ U ]1∥

L
3
2
T L

18
17

≤ ∥g′′(uτ,θ)∥
L

3
2
T L9

∥∂suτ,θ∥L∞
T L2∥[D

1
2 Φ̃τ U ]1∥L∞

T L3

≲
(
∥πτ−2u∥2

L3
T L18 + ∥πτ−1u∥2

L3
T L18

)
∥∂tu∥L∞

T L2∥U∥L∞
T (H1×L2)

≲M,T 1.

In the case α = 3, we exploit that the polynomial g(u) = −µu3 keeps
the frequency localization πτ−2 up to a factor 3. This means that I2,1,3 =
Π3τ−2I2,1,3.3 Hence, we can apply the dual endpoint logarithmic Strichartz
estimate from Corollary 2.10 to conclude
∥Π3τ−2I2,1,3∥L2×H−1

≲T (1 + | log τ |)
1
2 ∥g′′(uτ,θ)∂suτ,θ[DΦ̃τ U ]1∥L2

T L1

≤ (1 + | log τ |)
1
2 ∥g′′(uτ,θ)∥L2

T L∞∥∂suτ,θ∥L∞
T L2∥[DΦ̃τ U ]1∥L∞

T L2

≲ (1 + | log τ |)
1
2
(
∥πτ−2u∥L2

T L∞ + ∥πτ−1u∥L2
T L∞

)
∥∂tu∥L∞

T L2∥U∥L∞
T (H1×L2)

3In view of Remark 1.5, this argument could be avoided by involving another triangle
inequality with Πτ−2 I2,1,3, for instance.
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≲M,T (1 + | log τ |),
again in the end using the logarithmic endpoint estimate for u from Proposi-
tion 3.4. □

4.3. Estimates for local error terms. Next, we treat the term Dn from
(4.4) that includes the local error terms.

Lemma 4.3. Let U = (u, ∂tu), T , and M be given by Assumption 3.3. For
the terms defined in (4.5), we have the estimate

∥d3∥L1
T H−1 ≲M,T 1.

Moreover, if α = 3,
∥d1∥L1

T L2 ≲M,T (1 + | log τ |),

∥d2∥L2
T L1 ≲M,T (1 + | log τ |)

1
2 ,

and for α = 4,

∥d1∥L1
T L2 + ∥d2∥

L
3
2
T L

18
17

≲M,T τ− 1
2 .

All estimates are uniform in τ ∈ (0, 1].

Proof. First consider
∥d3∥L1

T H−1 ≲ ∥g′(πτ−1u)πτ−1g(u)∥
L1

T L
6
5
≲ ∥g′(πτ−1u)∥L2

T L3∥g(u)∥L2
T L2

≲ ∥πτ−1u∥α−1
L

2(α−1)
T L3(α−1)

∥u∥α
L2α

T L2α ≲M,T 1,

where for α = 3 it is enough to use Sobolev embedding, and for α = 4 we
use Proposition 3.4 and the H1 admissibility of (p, q) = (6, 9) and (8, 8). Let
now α = 3, we then derive

∥d1∥L1
T L2 ≲ ∥g′(πτ−1u)πτ−1∂tu∥L1

T L2 ≤ ∥g′(πτ−1u)∥L1
T L∞∥πτ−1∂tu∥L∞

T L2

≲M ∥πτ−1u∥2
L2

T L∞ ≲M,T 1 + | log τ |

and
∥d2∥L2

T L1 ≲ ∥g′′(πτ−1u)
[
|∇πτ−1u|2 + (πτ−1∂tu)2]

∥L2
T L1

≤ ∥g′′(πτ−1u)∥L2
T L∞∥|∇πτ−1u|2 + (πτ−1∂tu)2∥L∞

T L1

≲ ∥πτ−1u∥L2
T L∞

(
∥|∇u|∥2

L∞
T L2 + ∥∂tu∥2

L∞
T L2

)
≲M,T (1 + | log τ |)

1
2 ,

using the logarithmic endpoint estimate from Proposition 3.4. Similarly, for
α = 4,

∥d1∥L1
T L2 ≲ ∥g′(πτ−1u)∥L1

T L6∥πτ−1∂tu∥L∞
T L3

≲ ∥πτ−1u∥3
L3

T L18τ− 1
2 ∥∂tu∥L∞

T L2 ≲M,T τ− 1
2

and
∥d2∥

L
3
2
T L

18
17

≲ ∥g′′(πτ−1u)∥
L

3
2
T L9

∥|∇πτ−1u|2 + (πτ−1∂tu)2∥
L∞

T L
6
5

≲ ∥πτ−1u∥2
L3

T L18

(
∥|∇πτ−1u|∥2

L∞
T L

12
5

+ ∥πτ−1∂tu∥2
L∞

T L
12
5

)
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≲M,T τ− 1
2
(
∥|∇u|∥2

L∞
T L2 + ∥∂tu∥2

L∞
T L2

)
≲M τ− 1

2 ,

employing Proposition 3.4 with (p, q) = (3, 18). The loss of τ−1/2 comes
from the Bernstein inequality from Lemma 2.11. □

The term d4 from (4.5) is the most difficult because it involves second
partial derivatives of u. Therefore, we follow the same strategy as in Lemma
4.2. However, since the situation is now more “discrete” in time, we apply
summation by parts instead of integration by parts. Roughly speaking, this
transforms the term containing d4 into terms that can be estimated in the
same way as d1 and d2 in Lemma 4.3. To use summation by parts, we need
the filter Πτ−1 , cf. the discussion before Lemma 2.13. Such a strategy was
again already used in [3] in a situation without Strichartz estimates.

Lemma 4.4. Let U = (u, ∂tu), T , and M be given by Assumption 3.3. Let
Dn be given by (4.4). We then have the following estimates. If α = 3,

∥Dn∥H1×L2 ≲M,T τ(1 + | log τ |),
∥Dn∥L2×H−1 ≲M,T τ2(1 + | log τ |),

and for α = 4,

∥Dn∥H1×L2 ≲M,T τ
1
2 ,

∥Dn∥L2×H−1 ≲M,T τ
3
2 ,

uniformly in τ ∈ (0, 1] and n ∈ N0 with nτ ≤ T .

Proof. We first note that it suffices to show the bounds in the L2 ×H−1 norm,
since by frequency localization and the Bernstein inequality from Lemma
2.11 we have4

∥Dn∥H1×L2 = ∥Πατ−1Dn∥H1×L2 ≲ τ−1∥Dn∥L2×H−1 .

Using Corollary 2.10 for the term involving d2, we start with the estimate

∥Dn∥L2×H−1 ≲T τ2
(
∥d1∥L1

T L2 + d̃2 + ∥d3∥L1
T H−1 + ∥Dn,4∥L2×H−1),

where d̃2 := (1 + | log τ |)1/2∥d2∥L2
T L1 for α = 3 and d̃2 := ∥d2∥

L
3/2
T L18/17 for

α = 4, as well as

Dn,4 :=
∫ tn

0
e(nτ−s)A(⌊ s

τ ⌋ − s
τ )(⌈ s

τ ⌉ − s
τ )

(
0

d4(s)

)
ds

independent of α. The terms containing d1, d2, and d3 are estimated by
Lemma 4.3. We still need to deal with the term Dn,4. As in (4.6), we write

Dn,4 =
∫ τ

0
s
τ ( s

τ − 1)
n−1∑
k=0

e((n−k)τ−s)A
(

0
d4(tk + s)

)
ds.

Moreover, (
0

d4(tk + s)

)
= 2G′(Πτ−1U(tk + s))A2Πτ−1U(tk + s),

4One could also prove the bounds for the energy norm directly by employing a first-order
representation of the quadrature error in the proof of Proposition 4.1.
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where
G′(Πτ−1U(tk + s)) =

(
0 0

g′(πτ−1u(tk + s)) 0

)
.

Thus,

Dn,4 = 2
∫ τ

0
s
τ ( s

τ − 1)
n−1∑
k=0

e((n−k)τ−s)AG′(Πτ−1U(tk + s))A2Πτ−1U(tk + s) ds.

We now apply the summation by parts formula
n−1∑
k=0

akbk = an−1bn−1 + an−1

n−2∑
k=0

bk +
n−2∑
k=0

(ak − ak+1)
k∑

j=0
bj

with ak = e(n−k)τAG′(Πτ−1U(tk + s)) and bk = A2Πτ−1U(tk + s). This yields
Dn,4 = 2(I1 + I2 + I3)

with

I1 :=
∫ τ

0
s
τ ( s

τ − 1)e(τ−s)AG′(Πτ−1U(tn−1 + s))A2Πτ−1U(tn−1 + s) ds,

I2 :=
∫ τ

0
s
τ ( s

τ − 1)e(τ−s)AG′(Πτ−1U(tn−1 + s))
n−2∑
k=0

A2Πτ−1U(tk + s) ds,

I3 :=
∫ τ

0
s
τ ( s

τ − 1)
n−2∑
k=0

e((n−k)τ−s)A
(
G′(Πτ−1U(tk + s))

− e−τAG′(Πτ−1U(tk+1 + s))
) k∑

j=0
A2Πτ−1U(tj + s) ds.

Next, we insert the equality
τAΠτ−1 = (eτA − I)Ψτ ,

from Lemma 2.13, where the operator Ψτ is bounded on Hr × Hr−1 for all
r ∈ R, uniformly in τ ∈ (0, 1]. The term I1 is bounded by Sobolev, Hölder,
and Bernstein inequalities via

∥I1∥L2×H−1 ≲ sup
s∈[0,τ ]

∥g′(πτ−1u(tn−1 + s))[(eτA − I)Ψτ AU(tn−1 + s)]1∥
L

6
5

≲ sup
s∈[0,τ ]

∥g′(πτ−1u(tn−1 + s))∥L3∥AU(tn−1 + s)∥L2×H−1

≲M ∥πτ−1u∥α−1
L∞

T L3(α−1) ≲ τ− α−3
2 ∥u∥α−1

L∞
T H1 ≲M τ− α−3

2 .

Next, for j ∈ {0, . . . , n − 2} and s ∈ [0, τ ] we define the sum

S(τ, j, s) := τ
j∑

k=0
A2Πτ−1U(tk + s) =

j∑
k=0

(eτA − I)Ψτ AU(tk + s).

A shifted version of Duhamel’s formula (3.2) yields

S(τ, j, s) =
j∑

k=0
Ψτ A[U(tk+1 + s) − U(tk + s)]

−
j∑

k=0

∫ τ

0
Ψτ Ae(τ−σ)AG(U(tk + s + σ)) dσ.
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We can exploit this telescopic sum to conclude that
∥S(τ, j, s)∥L2×H−1 ≲T ∥U(tj+1 + s) − U(s)∥H1×L2

+
j∑

k=0

∫ τ

0
∥g(u(tk + s + σ))∥L2 dσ

≲ ∥U∥L∞
T (H1×L2) + ∥g(u)∥L1

T L2 ≲M,T 1, (4.8)

uniformly in j ∈ {0, . . . , n − 2}, τ ∈ (0, 1] and s ∈ [0, τ ], where also (3.5) was
used. Hence, we can bound the term I2 similar as I1 by

∥I2∥L2×H−1 ≲ sup
s∈[0,τ ]

∥g′(πτ−1u(tn−1 + s))[S(τ, n − 2, s)]1∥
L

6
5

≲ sup
s∈[0,τ ]

∥g′(πτ−1u(tn−1 + s))∥L3∥S(τ, n − 2, s)∥L2×H−1

≲M,T τ− α−3
2 .

For the term I3, we need another decomposition. We split it as
I3 = I3,1 + I3,2,

where

I3,1 := 1
τ

∫ τ

0
s
τ ( s

τ − 1)
n−2∑
k=0

e((n−k)τ−s)A(I − e−τA)G′(Πτ−1U(tk + s))

· S(τ, k, s) ds,

I3,2 := 1
τ

∫ τ

0
s
τ ( s

τ − 1)
n−2∑
k=0

e((n−k−1)τ−s)A

·
(
G′(Πτ−1U(tk + s)) − G′(Πτ−1U(tk+1 + s))

)
S(τ, k, s) ds.

For I3,1, observe that

I − e−τA = τAφ1(−τA),
where φ1(z) := (ez − 1)/z. Since the function φ1 is bounded on iR, the
operator φ1(−τA) is bonded on H1 × L2, uniformly in τ ∈ (0, 1]. Hence, for
α = 3, we derive

∥I3,1∥L2×H−1 ≲T

∫ τ

0

n−2∑
k=0

∥G′(Πτ−1U(tk + s))S(τ, k, s)∥H1×L2 ds

≤
∫ τ

0

n−2∑
k=0

∥g′(πτ−1u(tk + s))∥L∞∥S(τ, k, s)∥L2×H−1 ds

≲M,T ∥πτ−1u∥2
L2

T L∞ ≲M,T 1 + | log τ |,

using estimate (4.8) and the logarithmic endpoint estimate for u from Propo-
sition 3.4. Similarly, for α = 4, one obtains

∥I3,1∥L2×H−1 ≲T

∫ τ

0

n−2∑
k=0

∥g′(πτ−1u(tk + s))∥L6∥[S(τ, k, s)]1∥L3 ds

≲ ∥πτ−1u∥3
L3

T L18τ− 1
2 sup

k∈{0,...,n−2}
s∈[0,τ ]

∥S(τ, k, s)∥L2×H−1 ≲M,T τ− 1
2
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using Proposition 3.4 and the Bernstein inequality. For the term I3,2, we
first substitute s̃ = s + tk to get

I3,2 = 1
τ

∫ tn−1

0
e((n−1)τ−s)A( s

τ − ⌊ s
τ ⌋)( s

τ − ⌈ s
τ ⌉)

·
(
G′(Πτ−1U(s)) − G′(Πτ−1U(τ + s))

)
S(τ, ⌊ s

τ ⌋, s − τ⌊ s
τ ⌋) ds.

We first consider the case α = 3. By the polynomial structure of g, we have
the frequency localization I3,2 = Π3τ−1I3,2. We can thus apply the dual
logarithmic endpoint Strichartz estimate from Corollary 2.10 to obtain

∥I3,2∥L2×H−1 ≲T
1
τ

(
(1 + | log τ |)

∫ tn−1

0

∥∥(
g′(πτ−1u(s)) − g′(πτ−1u(τ + s))

)
· [S(τ, ⌊ s

τ ⌋, s − τ⌊ s
τ ⌋)]1

∥∥2
L1 ds

) 1
2

≲M,T
1
τ (1 + | log τ |)

1
2 ∥g′(πτ−1u) − g′(πτ−1u(τ + ·))∥L2

tn−1
L2 ,

(4.9)

also using the bound (4.8) for S. To conclude, the equation

u(s) − u(τ + s) = −
∫ τ

0
∂tu(s + σ) dσ

implies

∥g′(πτ−1u) − g′(πτ−1u(τ + ·))∥L2
tn−1

L2

≲ ∥|g′′(πτ−1u)| + |g′′(πτ−1u(τ + ·))|∥L2
tn−1

L∞ sup
s∈[0,tn−1]

∫ τ

0
∥∂tu(s + σ)∥L2 dσ

≲M,T ∥πτ−1u∥L2
T L∞τ∥∂tu∥L∞

T L2 ≲M,T (1 + | log τ |)
1
2 τ.

Together with (4.9), this implies the desired bound for I3,2.
If α = 4, we follow a similar strategy to obtain

∥I3,2∥L2×H−1 ≲T
1
τ

( ∫ tn−1

0

∥∥(
g′(πτ−1u(s)) − g′(πτ−1u(τ + s))

)
· [S(τ, ⌊ s

τ ⌋, s − τ⌊ s
τ ⌋)]1

∥∥ 3
2

L
18
17

ds
) 2

3

≲M,T
1
τ ∥g′(πτ−1u) − g′(πτ−1u(τ + ·))∥

L
3
2
tn−1

L
9
4

≲ ∥g′′(πτ−1u)∥
L

3
2
T L9

∥πτ−1∂tu∥L∞
T L3

≲M,T τ− 1
2 ∥πτ−1u∥2

L3
T L18∥∂tu∥L∞

T L2 ≲M,T τ− 1
2 ,

which concludes the proof. □

4.4. Proof of the global error bounds for α = 3. We give different
proofs of the global error bounds depending on α ∈ {3, 4}, since the proof
for α = 3 is somewhat simpler and does not use discrete-time Strichartz
estimates. We still need to deal with the term Qn from (4.3). For α = 3 it
turns out that it is enough to use Sobolev and Hölder inequalities. We write
un for the first component of Un, as well as en for the first component of En.
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Lemma 4.5. Let U = (u, ∂tu), T , and M be given by Assumption 3.3 with
α = 3. Define the error En by (1.2) and (4.2). We then have the estimates

∥g(πτ−1u(tn)) − g(πτ−1un)∥L2 ≲M

(
1 + ∥En−1∥6

H1×L2

)
∥en∥H1 ,

∥g(πτ−1u(tn)) − g(πτ−1un)∥H−1 ≲M

(
1 + ∥En−1∥6

H1×L2

)
∥en∥L2

for all τ ∈ (0, 1] and n ∈ N with nτ ≤ T .

Proof. From (3.6) combined with Sobolev and Hölder inequalities, we deduce

∥g(πτ−1u(tn)) − g(πτ−1un)∥L2 ≲M

(
1 + ∥un∥2

H1

)
∥en∥H1 ,

∥g(πτ−1u(tn)) − g(πτ−1un)∥H−1 ≲M

(
1 + ∥un∥2

H1

)
∥en∥L2 .

Moreover, the definition of the scheme (1.2) implies that
∥un∥H1 ≲ ∥Un−1∥H1×L2 + τ∥g(πτ−1un−1)∥L2

≲ ∥Un−1∥H1×L2 + τ∥un−1∥3
H1 ≲M 1 + ∥En−1∥3

H1×L2 . □

We can now give the proof of the global error bound for α = 3. We use
a standard procedure based on the discrete Gronwall inequality. The error
bound for the H1 × L2 norm is inductively exploited to get a uniform control
on the numerical solution Un in H1 × L2, which is also essential to obtain
the error bound in the L2 × H−1 norm. This strategy goes back to [21].

Proof of Theorem 1.1 for α = 3. We apply Lemmas 4.2, 4.4 and 4.5 to the
formula (4.3), which gives

∥En∥H1×L2 ≲ ∥B(nτ)∥H1×L2 + ∥Dn∥H1×L2 + ∥Qn∥H1×L2

≲M,T τ | log τ | + τ
n∑

k=1

(
1 + ∥Ek−1∥6

H1×L2

)
∥ek∥H1 (4.10)

and similarly
∥En∥L2×H−1 ≲ ∥B(nτ)∥L2×H−1 + ∥Dn∥L2×H−1 + ∥Qn∥L2×H−1

≲M,T τ2| log τ | + τ
n∑

k=1

(
1 + ∥Ek−1∥6

H1×L2

)
∥ek∥L2 (4.11)

for all τ ∈ (0, e−1] and n ∈ N0 with nτ ≤ T . Here we exploit that E0 = 0.
Let c = c(M, T ) > 0 be maximum of the implicit constants in (4.10) and
(4.11). We then define

C := 2ce4cT

and choose the maximum step size τ0 ∈ (0, e−1] satisfying
4cτ0 ≤ 1, τ0| log τ0|C ≤ 1.

Let τ ∈ (0, τ0]. For n = 0, the assertion of Theorem 1.1 is clear since E0 = 0.
Let now n ∈ N with nτ ≤ T . We assume that

∥Ek∥H1×L2 ≤ Cτ | log τ |
for all k ∈ {0, . . . , n − 1}. The step size restriction τ ≤ τ0 yields

∥Ek∥H1×L2 ≤ 1
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for all k ∈ {0, . . . , n − 1}. Thus, from (4.10) we infer that

∥En∥H1×L2 ≤ cτ | log τ | + 2cτ
n∑

k=1
∥ek∥H1 .

Hence, using the step size restriction 2cτ ≤ 1
2 , we can absorb the n-th term

in the above sum to get

∥En∥H1×L2 ≤ 2cτ | log τ | + 4cτ
n−1∑
k=1

∥Ek∥H1×L2 .

The discrete Gronwall inequality now implies
∥En∥H1×L2 ≤ 2ce4cnτ τ | log τ | ≤ Cτ | log τ |,

which concludes the proof of the bound in the energy norm. Similarly,
starting from (4.11) we establish

∥En∥L2×H−1 ≤ Cτ2| log τ |. □

4.5. Proof of the global error bounds for α = 4. In this case, estimates
in discrete Strichartz norms are needed to control the term Qn in (4.3). The
estimate for the solution u is already contained in Proposition 3.4. However,
we will also need a corresponding estimate for the approximation un which a
priori is not clear. To this aim, we first show a “discrete local wellposedness
result” for the scheme (1.2). It should be compared to Theorem 3.1.

Lemma 4.6. Let R > 0. Then there is a time b0 = b0(R) > 0 such that for
all U0 ∈ H1 × L2 with ∥U0∥H1×L2 ≤ R, the sequence (Un) defined by (4.1)
with α = 4 satisfies the estimate

∥πτ−1un∥ℓ6
τ ([0,b0],L9) ≲ R

for all τ ∈ (0, b0].

Proof. Let j ∈ N0 with tj+1 ≤ 1. The discrete Duhamel formula (4.7) and
the discrete Strichartz estimate from Corollary 2.9 imply

max{∥Un∥ℓ∞
τ ([0,tj+1],H1×L2), ∥πτ−1un∥ℓ6

τ ([0,tj+1],L9)}
≲ ∥U0∥H1×L2 + ∥g(πτ−1un)∥ℓ1

τ ([0,tj ],L2) + τ∥g(πτ−1uj+1)∥L2 . (4.12)
Using Hölder, Sobolev, and Bernstein, we estimate

∥g(πτ−1un)∥ℓ1
τ ([0,tj ],L2) ≤ ∥πτ−1un∥3

ℓ3
τ ([0,tj ],L9)∥πτ−1un∥ℓ∞

τ ([0,tj ],L6)

≲ t
1
2
j+1∥πτ−1un∥3

ℓ6
τ ([0,tj ],L9)∥un∥ℓ∞

τ ([0,tj ],H1)

as well as
τ∥g(πτ−1uj+1)∥L2 = τ∥πτ−1uj+1∥4

L8 ≲ τ
1
2 ∥uj+1∥4

H1 .

Similarly, the definition of the scheme (1.2) leads to

∥uj+1∥H1 ≲ ∥Uj∥H1×L2 + τ∥g(πτ−1uj)∥L2 ≲ ∥Uj∥H1×L2 + τ
1
2 ∥uj∥4

H1 .

Plugging this into (4.12), we derive
max{∥Un∥ℓ∞

τ ([0,tj+1],H1×L2), ∥πτ−1un∥ℓ6
τ ([0,tj+1],L9)}

≲ ∥U0∥H1×L2 + t
1
2
j+1∥πτ−1un∥3

ℓ6
τ ([0,tj ],L9)∥un∥ℓ∞

τ ([0,tj ],H1)
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+ τ
1
2 ∥Uj∥4

H1×L2 + τ
1
2 (τ

1
2 ∥uj∥4

H1)4. (4.13)
The Bernstein inequality from Lemma 2.11 also gives

τ
1
6 ∥πτ−1u0∥L9 ≲ ∥u0∥H1 . (4.14)

Let C be the maximum of 1 and the implicit constants in (4.13) and (4.14).
We choose the time b0 ∈ (0, 1] such that

b
1
2
0 (2C)4R3 ≤ 1

3 . (4.15)

We next show via induction that
max{∥Un∥ℓ∞

τ ([0,tj ],H1×L2), ∥πτ−1un∥ℓ6
τ ([0,tj ],L9)} ≤ 2CR (4.16)

for all j ∈ N0 with tj ≤ b0. For j = 0, the claim follows from (4.14). Assume
now that (4.16) holds for some j ∈ N0 with tj+1 ≤ b0. Estimate (4.13) and
(4.15) then imply

max{∥Un∥ℓ∞
τ ([0,tj+1],H1×L2), ∥πτ−1un∥ℓ6

τ ([0,tj+1],L9)}

≤ C[R + b
1
2
0 (2CR)4 + τ

1
2 (2CR)4 + τ

1
2 (τ

1
2 (2CR)4)4] ≤ 2CR

for all τ ∈ (0, b0], which ends the proof. □

Using the previous lemma, we can now give an estimate for Qn on a
possibly small time interval of fixed size, under the assumption that we
have control on the H1 × L2 norm of the starting value U0 of the numerical
scheme.

Lemma 4.7. Let U , T , and M be given by Assumption 3.3 with α = 4. Let
moreover R > 0 and U0 ∈ H1 ×L2 with ∥U0∥H1×L2 ≤ R. Define Un by (4.1),
En and Qn by Proposition 4.1 and b0(R) by Lemma 4.6. Then for any time
b > 0 with b ≤ min{b0, T}, we obtain

∥Qn∥ℓ∞
τ ([0,b],H1×L2) ≲M,T,R b

1
2 ∥En∥ℓ∞

τ ([0,b],H1×L2),

∥Qn∥ℓ∞
τ ([0,b],L2×H−1) ≲M,T,R b

1
2 ∥En∥ℓ∞

τ ([0,b],L2×H−1),

for all τ ∈ (0, b].

Proof. We estimate
∥Qn∥ℓ∞

τ ([0,b],H1×L2)

≲T ∥g(πτ−1u(tn)) − g(πτ−1un)∥ℓ1
τ ([0,b],L2)

≲ ∥|g′(πτ−1u(tn))| + |g′(πτ−1un)|∥ℓ1
τ ([0,b],L3)∥u(tn) − un∥ℓ∞

τ ([0,b],L6)

≲ b
1
2
(
∥πτ−1u(tn)∥3

ℓ6
τ ([0,b],L9) + ∥πτ−1un∥3

ℓ6
τ ([0,b],L9)

)
∥En∥ℓ∞

τ ([0,b],H1×L2)

≲M,T,R b
1
2 ∥En∥ℓ∞

τ ([0,b],H1×L2),

using the estimates for the discrete Strichartz norm from Proposition 3.4
and Lemma 4.6. The other claim follows similarly. □

We now show the global error bound for α = 4. Unlike as for the case
α = 3, it is not enough to use the discrete Gronwall lemma. Instead, we
need to apply Lemma 4.7 iteratively on the possibly small intervals [0, T1],
[T1, 2T1] and so on, where we reach the final time T after finitely many
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iterations. Similar as in the case α = 3, the uniform boundedness of the
numerical solution in H1 × L2 (which is needed to apply Lemma 4.7) follows
from the error bound for this norm. This method goes back to [15, 7, 22] in
the context of Schrödinger equations.

Proof of Theorem 1.1 for α = 4. We set R := M + 1 and define b0 = b0(R)
from Lemma 4.6. Formula (4.3) and Lemmas 4.2, 4.4, and 4.7 yield

∥En∥ℓ∞
τ ([tj ,tj+b],H1×L2) ≲M,T ∥Ej∥H1×L2 + τ

1
2 + b

1
2 ∥En∥ℓ∞

τ ([tj ,tj+b],H1×L2),

(4.17)

∥En∥ℓ∞
τ ([tj ,tj+b],L2×H−1) ≲M,T ∥Ej∥L2×H−1 + τ

3
2 + b

1
2 ∥En∥ℓ∞

τ ([tj ,tj+b],L2×H−1)
(4.18)

for all j ∈ N0 and b ∈ (0, b0] which satisfy ∥Uj∥H1×L2 ≤ R and jτ + b ≤ T .
Let c = c(M, T ) be the maximum of 1 and the implicit constants from (4.17)
and (4.18). We define the time T1 ∈ (0, T ] by

T1 := min{T, b0, c−2}. (4.19)

Moreover, we set L := ⌈2T
T1

⌉ ∈ N and define the final error constant C :=
2(2c)L+1 and the maximum step size τ0 > 0 by

τ0 := min{T1, C−2}. (4.20)

For a step size τ ∈ (0, τ0], we define the indices N := ⌊T/τ⌋ ∈ N, N1 :=
⌊T1/τ⌋ ∈ {1, . . . , N}, and Nm := mN1 for all m ∈ N0. These definitions imply
that N ≤ NL. In addition, we define the quotient ℓ := ⌊N/N1⌋ ∈ {1, . . . , L}.
This gives the decomposition

[0, tN ] =
ℓ−1⋃
m=0

[tNm , tNm+1 ] ∪ [tNℓ
, tN ] =:

ℓ⋃
m=0

Jm,

where each interval Jm has length less or equal T1. To measure the error in
each of these intervals, we set Errm := ∥En∥ℓ∞

τ (Jm,H1×L2) for m ∈ {−1, . . . , ℓ},
where J−1 := {0}. We aim to show the recursion formula

Errm ≤ 2c(Errm−1 + τ
1
2 ). (4.21)

Note that once (4.21) is proved for all indices in {0, . . . , m}, one can derive
the absolute bound

Errm ≤ 2cτ
1
2

m∑
k=0

(2c)k = 2cτ
1
2

(2c)m+1 − 1
2c − 1 ≤ 2(2c)L+1τ

1
2 = Cτ

1
2 ≤ 1,

(4.22)
using Err−1 = 0 and the step size restriction τ ≤ τ0 from (4.20).

Let us now fix an index m ∈ {0, . . . , ℓ}. If m > 0 we assume that the
inequality (4.21) holds for all indices in {0, . . . , m − 1}. From (4.22) we get
that Errm−1 ≤ 1, and thus

∥UNm∥H1×L2 ≤ ∥U(tNm)∥H1×L2 +∥ENm∥H1×L2 ≤ M+Errm−1 ≤ M+1 = R.

Estimate (4.17) and the definition (4.19) of T1 then imply

Errm ≤ c∥ENm∥H1×L2 + cτ
1
2 + cT

1
2

1 Errm ≤ cErrm−1 + cτ
1
2 + 1

2Errm.
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Hence, the recursion (4.21) and the bound (4.22) are true for all m ∈
{0, . . . , ℓ}. This finishes the proof of the bound in the energy norm. Similarly,
starting from (4.18) we obtain the recursion formula

∥En∥ℓ∞
τ (Jm,L2×H−1) ≤ 2c(∥En∥ℓ∞

τ (Jm−1,L2×H−1) + τ
3
2 )

for all m ∈ {0, . . . , ℓ}, which yields the estimate

∥En∥ℓ∞
τ ([0,T ],L2×H−1) ≤ Cτ

3
2

as in (4.22). □

5. Full discretization

5.1. Proof of the fully discrete error bound. The proof of Theorem
1.7 is very similar to that of Theorem 1.1, such that we only highlight the
differences. These mainly come from the introduction of the trigonometric
interpolation operator IK in (1.5).

Definition 5.1. Let N ≥ 1 and f ∈ C(T3). We define the trigonometric
interpolation IN f as the trigonometric polynomial

(IN f)(x) := (2π)− 3
2

∑
|k|∞≤N

f̃k,N eik·x, x ∈ T3,

where the coefficients f̃k,N are given by the discrete Fourier transform

f̃k,N := (2π)
3
2 (2N + 1)−3 ∑

|j|∞≤N

f
( 2πj

2N + 1
)
e−i 2πj

2N+1 ·k.

We moreover set IN := diag(IN , IN ).

We need the following well-known generalization of Bernstein’s inequality
to the Lq setting, see, e.g., inequality (5.2) in [12].

Lemma 5.2. The estimate
∥πKf∥W 1,q ≲ K∥πKf∥Lq

holds for all q ∈ [1, ∞], f ∈ D′(T3), and K ≥ 1.

We further need an estimate for the trigonometric interpolation error in
Lq-based Sobolev spaces. For a proof, see Corollary 3 of [14], Theorem 1 of
[1], and Lemma 3 of [25].

Lemma 5.3. Let q ∈ (1, ∞). We then have the inequality

∥(I − IK)f∥Lq ≲q

3∑
m=1

K−m∥f∥W m,q

for all f ∈ W 3,q.

These two results can be combined to the following estimates, which are
used below with c = α.5

5This is not possible if one has a general nonlinearity as outlined in Remark 1.8. In
that case, the proof of Theorem 1.7 becomes slightly more complex. In particular, it would
be necessary to write out the W 3,q norm appearing in Lemma 5.3 using product and chain
rules, then apply nonlinear product estimates, and only afterwards use Lemma 5.2.
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Lemma 5.4. Let q ∈ (1, ∞) and c ≥ 1. Then the estimates

∥(I − IK)πcKf∥Lq ≲q,c K−1∥πcKf∥W 1,q ,

∥IKπcKf∥Lq ≲q,c ∥πcKf∥Lq ,

hold for all f ∈ D′(T3) and K ≥ 1.

Proof of Theorem 1.7. We use the decomposition

∥U(tn)−UK
n ∥L2×H−1 ≤ ∥(I −ΠK)U(tn)∥L2×H−1 +∥ΠKU(tn)−UK

n ∥L2×H−1 .

Thanks to Lemma 2.12,

∥(I − ΠK)U(tn)∥L2×H−1 ≲M K−1.

It thus remains to estimate EK
n := ΠKU(tn) − UK

n . We define N :=
min{K, τ−1}. Analogously to Proposition 4.1, we decompose

EK
n = enτAEK

0 + ΠKB̃(tn) + ΠKD̃n + Q̃n + ΠK P̃n (5.1)

where the terms B̃ and D̃n are defined in the same way as B and Dn from
(4.4), but with ΠN instead of Πτ−1 . The other terms are defined by

Q̃n := τ
n∑

k=0
cke(n−k)τAIK [G(ΠN U(tn)) − G(ΠN UK

n )],

P̃n := τ
n∑

k=0
cke(n−k)τA(I − IK)G(ΠN U(tn)).

The term B̃ is bounded using Lemma 4.2 with N−1 instead of τ . For the
term D̃n, we get the same estimates as for Dn from Lemma 4.4, since the
additional πK inside the nonlinearity does not affect the argument. For Q̃n,
it is also possible to get the same estimates as for Qn from Lemmas 4.5 and
4.7. Here one uses the frequency localization g(πN u) = παKg(πN u) and the
second inequality from Lemma 5.4 to get rid of the interpolation operator
IK . We still need to deal with the term P̃n, which contains the interpolation
error. For the sake of brevity, we only give the details for α = 4, since the
easier case α = 3 is treated similarly. We estimate

∥P̃n∥ℓ∞
τ ([0,T ],H1×L2) ≲T ∥(I − IK)g(πN u(tn))∥ℓ1

τ ([0,T ],L2)

≲ K−1∥g(πN u(tn))∥ℓ1
τ ([0,T ],H1)

≲ K−1∥g′(πN u(tn))∥ℓ1
τ ([0,T ],L6)∥|πN ∇u(tn)|∥ℓ∞

τ ([0,T ],L3)

≲ K− 1
2 ∥πN u(tn)∥3

ℓ3
τ ([0,T ],L18)∥|πN ∇u(tn)|∥ℓ∞

τ ([0,T ],L2)

≲M,T K− 1
2

using Lemmas 5.4 and 2.11 and Proposition 3.4. Similarly, we obtain

∥P̃n∥ℓ∞
τ ([0,T ],L2×H−1) ≲T ∥(I − IK)g(πN u(tn))∥

ℓ1
τ ([0,T ],L

6
5 )

≲ K−1∥g(πN u(tn))∥
ℓ1

τ ([0,T ],W 1, 6
5 )

≲ K−1∥g′(πN u(tn))∥ℓ1
τ ([0,T ],L3)∥|πN ∇u(tn)|∥ℓ∞

τ ([0,T ],L2)

≲ K−1∥πN u(tn)∥3
ℓ3

τ ([0,T ],L9) ≲M,T K−1.
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Here it is important to use the interpolation error estimate from Lemma
5.4 with q = 6/5. If we stuck to L2-based estimates, we could for the
L2 × H−1 norm only reach a sub-optimal estimate of order K−1/2 (the same
as above for the energy norm), since optimal error bounds for trigonometric
interpolation in negative Sobolev spaces are not available. Now that the
estimates for all term appearing in (5.1) are given, we can finish the proof
as in the semi-discrete case above. □

5.2. Numerical Experiment. For the numerical tests we need initial data
(u0, v0) which lie in H1 × L2 but do not have higher regularity. The standard
approach to obtain initial in a Sobolev space Hs(T3) is to take Fourier
coefficients of the form

(1 + |k|2)− 1
2 ( 3

2 +s+ε)rk, k ∈ Z3, (5.2)
for some numbers r ∈ ℓ∞(Z3) and small ε > 0. Most commonly, one uses rk

uniformly distributed in [−1, 1] + i[−1, 1]. This approach is well suited to
precisely obtain the desired differentiability of order s. However, it is known
that such random initial data does not only belong to Hs, but also to all Lq-
based Sobolev spaces Hs,q for 1 ≤ q < ∞ with probability one. This can be
exploited to obtain an improved local wellposedness theory for the nonlinear
wave equation (1.1) with random initial data compared to the deterministic
setting, cf. [5]. Since our error bounds are purely deterministic and heavily use
Lq-based inequalities such as Sobolev and Strichartz estimates, it is crucial
to numerically work with initial data which do not have higher integrability
than predicted by Sobolev embedding. The following lemma shows that this
can be achieved by simply taking r = 1 in (5.2).

Lemma 5.5. Let s ∈ R. We define a distribution f ∈ D′(Td) by its Fourier
coefficients

f̂k := (1 + |k|2)− 1
2 ( d

2 +s), k ∈ Zd. (5.3)
Then, for all ε > 0, the following assertions hold.

a) f ∈ Hs−ε(Td), but f /∈ Hs(Td).
b) If −d/2 ≤ s < d/2, then f /∈ L

2d
d−2s

+ε(Td).

Proof. a) We have

∥f∥2
Hs−ε =

∑
k∈Zd

(1 + |k|2)s−ε|f̂k|2 =
∑

k∈Zd

(1 + |k|2)− d
2 −ε

≲
(
1 +

∫
Rd\B(0,1)

|x|−d−2ε dx
)

< ∞,

but ∥f∥2
Hs ≂ 1 +

∫
Rd\B(0,1) |x|−d dx = ∞.

b) For N ∈ N, we consider the truncated Fourier series

πN f(x) = (2π)− d
2

∑
|k|∞≤N

f̂keik·x, x ∈ Td.

Let a > 0 such that cos(z) ≥ 1/2 for all |z| ≤ a. For all |x|1 ≤ a/N , we can
thus infer that
πN f(x) ≂

∑
|k|∞≤N

(1 + |k|2)− 1
2 ( d

2 +s)eik·x =
∑

|k|∞≤N

(1 + |k|2)− 1
2 ( d

2 +s) cos(k · x)
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≳
∑

1≤|k|∞≤N

|k|−
d
2 −s.

Hence, for q ∈ (1, ∞),

∥πN f∥Lq ≳ N
− d

q
∑

1≤|k|∞≤N

|k|−
d
2 −s ≂ N

− d
q

∫
1≤|x|≤N

|x|−
d
2 −s dx

≂ N
− d

q

∫ N

1
ρd−1− d

2 −s dρ = 2
d − 2s

N
− d

q
+ d

2 −s
,

which is unbounded as N → ∞ if d/q < d/2 − s. By Theorem 4.1.8 in [10],
f ∈ Lq(Td) would imply that πN f → f in Lq. Thus, if d/q < d/2 − s, f
cannot belong to Lq(Td). □

We illustrate our error bounds by a numerical experiment for the nonlinear
wave equation (1.1) with µ = 1 and powers α ∈ {3, 4, 5}. We focus on the
error of the time integration. The initial data (u0, v0) are defined using
(5.3) with d = 3 and s = 1 + ε or s = ε, for a very small ε > 0. We use a
scaling such that ∥u0∥H1 = ∥v0∥L2 ≈ 3. We apply the scheme (1.5) with
spatial discretization parameters K ∈ {24, 25, 26}. For the implementation
we identify T3 = [0, 1]3 such that the spatial resolution (distance of the
collocation points) is h = (2K + 1)−1. We compare the errors in the
ℓ∞

τ ([0, 1/4], L2 × H−1) and ℓ∞
τ ([0, 1/4], H1 × L2) norms for various step sizes

τ , where the reference solution is computed using (1.5) with the same K and
τref = 2−12. In the plots only the temporal error is visible since the reference
solution has the same spatial accuracy. Our Python code to reproduce the
results is available at https://doi.org/10.35097/2zvaw7qyvy6ymuu2.

For the cubic equation with α = 3, in Figure 1 we numerically observe
temporal convergence rates of order 2 in the L2 × H−1 norm and order 1 in
the H1×L2 norm, uniformly in the spatial discretization parameter K. These
observations are in accordance with Theorem 1.1. If τ is small compared to
the spatial resolution, the error is of second order even in H1 × L2, however
with deteriorating error constant as K → ∞. This behavior was already
observed in the one-dimensional case in [9].
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H1 × L2 error
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K = 25
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O(τ)
O(τ2)

Figure 1. Errors for α = 3

https://doi.org/10.35097/2zvaw7qyvy6ymuu2
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In the case α = 4, we observe in Figure 2 that the convergence rates which
are uniform in K have reduced to 3/2 for the L2 × H−1 norm and order 1/2
for the energy norm, again in accordance with Theorem 1.1.
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Figure 2. Errors for α = 4

We also did the experiment for the critical power α = 5, see Figure 3. Here
it turned out that we get temporal convergence of order 1 in the L2 × H−1

norm, uniformly in K. Moreover, we cannot observe a clear convergence
order for the error in the H1 × L2 norm if τ is not small compared to the
spatial resolution. This behavior fits to (1.3).
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Figure 3. Errors for α = 5
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