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LINEAR CONVECTIVE STABILITY OF A FRONT SUPERPOSITION WITH
UNSTABLE CONNECTING STATE

LOUIS GARÉNAUX AND BASTIAN HILDER

Abstract. We study convective stability of a two-front superposition in a reaction-diffusion
system. Due to the instability of the connecting equilibrium, long-range semi-strong interaction
is expected between the two waves. When restricting to the linear dynamic, we indeed identify
that convective stability of superposed waves occurs for fewer propagation speeds than for the
corresponding single waves. It reflects the interaction that monostable waves have over long
distances. Our method relies on numerical range estimates, that imply time-uniform resolvent
bounds.
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1. Introduction

1.1. Setting and main result. We study a reaction-diffusion system that models interaction
between two invasive species:

(1.1)

#

Btu1 “ dBxxu1 ` ru1p1 ´ u1q ` α1u1u2

Btu2 “ Bxxu2 ` u2p1 ´ u2q ` α2u1u2
t ą 0, x P R,

with positive parameters pd, r, α1, α2q. With D “ diagpd, 1q and

gpuq “

ˆ

ru1p1 ´ u1q ` α1u1u2
u2p1 ´ u2q ` α2u1u2

˙

,

system (1.1) conveniently rewrites as

ut “ Duxx ` gpuq.

This system admits four constant equilibria

(1.2) e1 “

˜ r`α1
r´α1α2

rp1`α2q

r´α1α2

¸

, e2 “

ˆ

0
1

˙

, e3 “

ˆ

1
0

˙

, e4 “

ˆ

0
0

˙

,
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that correspond (respectively) to the cohabitation of the two species, the species 2 only, the
species 1 only, and an empty environment. We refer to [ILN11] for similar systems involving
more equilibria. We assume in the following that (1.1) is cooperative, and that the first species
has a higher invasion speed than the second one.

Assumption 1. Parameters satisfy d ą 1, r ą 1, and the stability condition

r ´ α1α2 ą 0.

In particular, e1 is spectrally stable while e2, e3 and e4 are spectrally unstable.

In addition to constant solutions, (1.1) also admits families of invasion front solutions, as
discussed in Section 2. These solutions have a fix profile p P C8pR,R2q converging at ˘8 to
equilibria (1.2), and propagate at constant speed c P R:

(1.3) upt, xq “ ppx´ ctq.

We are interested in two-stage invasions, which are superpositions of two invasion fronts pp1, c1q

and pp2, c2q that respectively connect e1 Ñ e3 and e3 Ñ e4. While both waves are well described
separately, the combined pattern e1 Ñ e3 Ñ e4 is not fully understood when c1 ă c2. Indeed,
due to the different front velocities, it is time-dependent in any frame, and thus cannot be con-
structed as the solution to a time-independent ODE. It is common to rely on a stability approach
to describe such a time-dependent pattern, which comes down to understand the interactions
between the two waves.

In most settings, two waves with different propagation speeds interact weakly enough that they
behave as if studied separately. A more detailed literature discussion can be found in subsection
1.2. In contrast, the last works [HS14, FH19, GL19] on systems related to (1.1) indicate that two
invasion fronts interact over large distances. In particular, the propagation speed of one front
can be affected by the presence of an other front, even though their distance grows linearly in
time. See again subsection 1.2.

To contribute to the description of invasion front superposition, we follow a stability approach.
We highlight conditions on pc1, c2q ensuring stability of the superposed pattern. Since monostable
fronts usually come in speed-parameterized families, we focus on identification of stable speed
pairs pc1, c2q.

Let χ : R Ñ r0, 1s be a C8, monotone partition of R:

χpxq “

#

0 x ď ´1,

1 x ě 1.

Let ψ1 ă 0 ă ψ2 be two initial positions, and let c0 “ c1`c2
2 . The resulting front superposition

is defined as

(1.4) upt, xq “
`

1 ´ χpx´ c0tq
˘

p1px´ c1t´ ψ1q ` χpx´ c0tqp2px´ c2t´ ψ2q.

Assumption 2. The two fronts remain far apart: Speeds and positions are ordered as c1 ă c2
and ψ2 ´ ψ1 " 0.

Although u is probably not a solution to (1.1), the stability approach for wave superposition
is to look for solutions that remain close to u. See [Wri09] for a successful application of this
approach. How good of an approximated solution u is will be discussed in section 1.4. In the
present contribution, we focus on the linearization of (1.1) at u:

(1.5) vt “ Dvxx ` Jgpupt, xqqv,

where Jg denotes the Jacobian matrix of g. The instability of e3 and e4 is expected to impact
the long-time dynamics of (1.5). When studying a single monostable front, the invaded state
instability has a well-understood impact. In particular, the stability of the wave in a co-moving
frame can be recovered using spatial exponential weights [Sat76]. This mechanism is known as
convective stability [GLS13].
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For a wave superposition, the relation between equilibria instability and full pattern stability
through spatial localization has not been described yet. We investigate this connection by re-
stricting to bounded weights. Our conclusion is that convective stability of individual equilibria
is not enough for the wave to be stable.

Assumption 3. The low speed c1 is such that there exists a κ1 satisfying

(1.6)

#

κ1
2 ´ c1κ1 ` p1 ` α2q ă 0,

dκ1
2 ´ c1κ1 ´ r ă 0.

The high speed c2 is such that there exists a κ2 satisfying

(1.7) dκ2
2 ´ c2κ2 ` r ă 0.

Furthermore, c1, c2, κ1 and κ2 satisfy

(1.8) dκ2
2 ´ c2κ2 ` r ` κ1pc2 ´ c1q ă 0.

Conditions (1.6) and (1.7) are equivalent to c1 convective stability of e3 and c2 convective
stability of e4 (respectively). The additional condition (1.8) is more restrictive than (1.7), and
thus rules out some speed pairs pc1, c2q. As noticed in Lemma 11, it is always possible to fulfill
(1.8) by choosing a large enough c2. Thus, we understand the extra condition (1.8) as reflecting
the two front interactions. Our main result states as follows.

Theorem 4. Assume that Assumptions 1, 2 and 3 are satisfied. There exist positive constants
α, C, η such that the following holds. For all 0 ă α1, α2 ă α, there exists a C8 weight ω :
p0,`8q ˆ R Ñ p0, 1s, such that solutions to (1.5) with initial data v0 satisfy∥∥∥∥ vptq

ωptq

∥∥∥∥
L2pRq

ď Ce´ηt

∥∥∥∥ v0
ωp0q

∥∥∥∥
L2pRq

.

1.2. Long range semi-strong interactions. A two wave interaction that modifies the wave
shapes is qualified as semi-strong, see [vDKP10] and the references therein. In contrast, weakly
interacting waves behave as if studied separately, while strong interaction refers to wave collision.

Other reaction-diffusion waves whose distance grows linearly have weak interactions. See
[Wri09, FM77, LS15] for pulses and bistable fronts superposition without speed modification
or position drifts.1 Waves with identical speeds interact semi-strongly, and thus present richer
interactions [vDKP10], including unbounded position drifts.

The situation is similar in non-parabolic equations, while constant equilibria are rarely ex-
ponentially stable in such setting. For Korteweg-de Vries, Schrödinger, wave, or Klein-Gordon
equations, pulses traveling with distinct speeds interact weakly and pulses with equal speeds
interact semi-strongly. See for example [MMT02, MM06, MM16, CM14] and [EV23, Ngu19].

In contrast to the above studies, invasion fronts interact semi-strongly even though their
distance is growing linearly with time [GL19]. We believe that this phenomenon is related to
the instability of the connecting state (e3 in the present setting). Indeed, the instability of other
states does not seem to strengthen interactions, see [LS15, Car18]. Furthermore, instability
of the intermediate state is only repaired in weighted topology. When using optimal weighted
norms, generic fronts lose all their spatial localization. Thus, the interaction of two generic waves
connected by an unstable state can be thought of as the interaction of two L8 waves with no
spatial localization.

1.3. Single front dynamics. Let us stress that the front pp2, c2q is unstable when distance is
measured with bounded weights. Indeed, behind the invasion, transport is directed towards the
unstable infinity. In fact, numerical simulations suggest that initial data close to p2 may converge
to a front superposition similar to the one we study, see Figure 1.

1We believe that [Wri09] system approach adapts to bistable front superposition with very few modifications.
3



e1

e2 e3

e4

p1

p3

p2

Figure 1. Left: Numerical simulation showcasing p2 instability. Parameter val-
ues are pd, r, α1, α2q “ p4, 2, 0.75, 0.75q, and the initial datum is a step function
of e3 for x P p´50, 50q and e4 everywhere else, with an additional small pertur-
bation in u2 in a neighborhood of x “ 0. Initially the solution forms a front with
a profile close to p2. However, the perturbation in the wake then grows into a
secondary slower front with a profile close to p1. Right: All known single fronts
(edges) between pairs of equilibria (nodes).

Figure 2. Numerical simulations showcasing p3 (in)stability. Left: same pa-
rameters as in Figure 1 and initial step function with e1 for x P p´50, 50q and e4
everywhere else. The solution initially forms a front connecting e1 and e4 directly,
which breaks up quickly into a superposition of p1 and p2. Right: parameter val-
ues are pd, r, α1, α2q “ p0.2, 2, 0.75, 0.75q, and initial step function with e1 for
x P p´10, 10q, e3 for x P p´40, 40qzp´10, 10q and e4 everywhere else. Initially a
superposition front of p1 and p2 forms with c1 ą c2. This front then collapses to
a single interface p3.

System (1.1) also admits an e1 Ñ e4 invasion front family pp3, c3qc3ěc3,˚ . Interestingly enough,
numerical simulations also suggest that nearby initial data quickly breaks into a two-stage inva-
sion. For different parameter values than the one considered here, numerical simulations rather
showcase locked fronts, where the p1-p2 connection reduces to a p3 wave. To relate p3 convective
stability to the existence of stable speed pairs pc1, c2q satisfying c1 ă c2 seems an important
question to solve, see Figure 2.

1.4. Obstacles regarding the original system. As of now, only linear dynamics can be
handled. With very few efforts, we could incorporate quadratic terms in the argument. Indeed
ω is bounded and the obtained temporal decay is integrable. Thus a Duhamel argument readily
covers higher order terms. The main obstacle we are facing to apply the wave separation approach
from [Wri09] are residual terms.

Lemma 5. Assume that the solution to (1.1) decomposes as

upt, xq “ upt, xq ` vpt, xq.

Then the correction v satisfies

vt “ Rpuq `Dvxx ` Jgpuqv ` Qpvq,
4



where residual and quadratic terms are defined as

Rpuq :“ ´ ut `Duxx ` gpuq,

Qpvq :“ gpu` vq ´ gpuq ´ Jgpuqv.

Proof. Getting the claimed expression is direct. □

Since temporal decay of linear dynamics is only possible in weighted spaces, smallness of the
residual must be considered in these spaces. There, it behaves to leading order as

(1.9)
1

ωpt, xq
Rpupt, xqq „

χ1px´ c0tq

ωpt, xq

ˆ

p2px´ c2tq ´ p1px´ c1tq

˙

,

such term arising from the commutator rBxx, χspp2 ´ p1q. Although (1.9) has compact support,
its L8 norm exponentially grows in time. Indeed, the spectral gap (1.6) requires the weight to
be more localized than p1 ´ e3.

Although our linear analysis would apply to a different superposition ansatz, to our knowledge
no choice leads to better residual behavior than (1.4). A linear superposition

upt, xq :“ p1px´ c1tq ` p2px´ c2tq ´ e3

does not create linear terms as (1.9), since the weighted residual behaves at leading order as

(1.10)
1

ωpt, xq
B

ˆ

p2px´ c2tq ´ e3, p1px´ c1tq ´ e3

˙

for some symmetric bilinear map B : R2 ˆ R2 Ñ R2. However, the absence of cut-off function
χ allows for much more communication between the two profiles. In the region x ě c2t, (1.10)
reduces to p1´e3

ω , and is thus insensitive to p2. At x “ c2t, it exponentially grows with time
because of the spectral gap condition (1.6).

1.5. Future directions.

1.5.1. Incorporating residual terms. In view of the previous subsection, the more promising di-
rection seems to saturate the spectral gap conditions, that is to work with critical weights. In
such a setting, modulation of the front positions and speeds to account for the L8 residual as
a forcing term seems an interesting scenario. A first step in this regard is to better understand
the orbital stability of single invasion fronts [GR25].

1.5.2. Periodic equilibrium. In many biological and physical models, equilibria are space periodic.
For example, the KPP equation with non-local interactions presents two-stage invasions with
periodic equilibrium at the back. Such patterns can be described using the approach in [Gar24]
when the two invasive equilibria are close. Looking for their stability would be an interesting
direction.

1.6. Technical summary and outline. With the change of variable v “ ωw, equation (1.5)
equivalently rewrites as

wt “ Lptqw,(1.11)

:“ Dwxx ` 2D
ωx

ω
wx `

´

Jgpuq ´
ωt

ω
`D

ωxx

ω

¯

w,

while Theorem 4 states temporal decay for w. To control the long-time dynamics of the linear
equation (1.11), we rely on the evolution system theory [Paz83, chap 5]. It requires spectral
stability of the parabolic operator family Lptq : H2pRq Ă L2pRq Ñ L2pRq.

To obtain time-independent resolvent bounds on Lptq, we estimate its numerical range. This
approach allows us to handle operators and weights that are space and time dependent. In
addition, numerical range study appears convenient for scalar KPP equations [KPP37], since it
sharply controls their spectral gaps. However, numerical range estimates poorly handle systems
with coupling coefficients. This results in the smallness assumption on α1 and α2. The key
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point of the proof is to carefully design ω to recover stability. Condition (1.8) comes from this
construction.

The structure of the paper is then as follows. In Section 2, we revisit the existence and
(in)stability of the steady states and single fronts. We also establish that Assumption 3 can
indeed be satisfied for any parameters pd, r, α1, α2q and an open set of speeds pc1, c2q. In Section
3, we establish numerical range bounds for the time-dependent, weighted linear operator Lptq.
Finally, Section 4 provides the proof of the main Theorem 4.

1.7. Data availability statement. The numerical simulations displayed in Figures 1 and 2
have been obtained using Matlab (Version 24.1.0, R2024a), and the code is available through the
repository at https://github.com/Bastian-Hilder/FrontCascade.

2. Endstates and single fronts

Before proving Theorem 4, let us collect a few useful information about constant equilibria
and single fronts.

Lemma 6. Under Assumption 1, e1 is spectrally stable while e2, e3 and e4 are spectrally unstable.

Proof. It is direct to compute that

(2.1) Jgpuq “

ˆ

rp1 ´ 2u1q 0
0 1 ´ 2u2

˙

`

ˆ

α1u2 α1u1
α2u2 α2u1

˙

.

Direct computations show that Jgpe1q has two stable eigenvalues, while Jgpe2q, Jgpe3q and Jgpe4q

all have at least one unstable eigenvalue. Using Fourier transform, spectral (in)stability of Jgpeq
is equivalent to L2pRq spectral (in)stability of DBxx ` Jgpeq. □

We now discuss the existence of invasion fronts. Insert the traveling wave ansatz (1.3) into
(1.1) to obtain the profile equation

(2.2) 0 “ Dp2 ` cp1 ` gppq.

Lemma 7. There exists c1,˚ ą 0 such that for all c1 ě c1,˚, there exists p1 : R Ñ R2 such that
(2.2) is satisfied, and

lim
´8

p1 “ e1, lim
`8

p1 “ e3.

Furthermore, components of p1 are monotone, and there exists x1 P R such that for all x ă x1

(2.3) p1,1pxq ě 1, p1,2pxq ě 1,

Proof. Following the definition from [VVV94, §2.2], it is direct to see that system (1.1) is mono-
tone. In particular, notice that e1 ą e3 component-wise. Applying [VVV94, Theorem 2.2]
provides c1,˚ ą 0 and profiles p1 for all speeds c1 ě c1,˚. Both components of p1 are monotone,
thus decreasing, and (2.3) follows from the component-wise inequality e1 ą p1, 1qT. □

Lemma 8. There exists c2,˚ ą 0 such that for all c2 ě c2,˚, there exists p2 : R Ñ R2 such that
(2.2) is satisfied, and

lim
´8

p2 “ e3, lim
`8

p2 “ e4.

Furthermore, for every ε ą 0, there exists x2 P R such that for all x ă x2,

(2.4) p2,1pxq ě 1 ´ ε.

Proof. Looking for a profile p2 “

ˆ

p2,1
p2,2

˙

with p2,2 “ 0, we see that the system (2.2) decouples,

and is equivalent to the scalar KPP profile equation

0 “ dp2
2,1 ` c2p

1
2,1 ` rp2,1p1 ´ p2,1q.

Applying [KPP37], we obtain the slowest speed c2,˚ “ 2
?
dr, and existence of a decreasing profile

connecting 1 to 0 for all speeds c2 ě c2,˚. □
6
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We conclude this section with a convective stability criterion for the unstable equilibria.

Lemma 9. Let c1 ě c1,˚, and κ1 ą 0 such that (1.6) holds. Then diagonal coefficients of
Jgpe3q ´ c1κ1 `Dκ1

2 are negative.

Proof. Using expression (2.1), we find that diagonal coefficients of Jgpe3q ´ c1κ1 ` Dκ1
2 are

precisely the left-hand sides in (1.6). □

Lemma 10. Let c2 ě c2,˚, and κ2 ą 0 such that (1.7) holds. Then diagonal coefficients of
Jgpe4q ´ c2κ2 `Dκ2

2 are negative.

Proof. The proof is almost identical to the previous one. Due to Assumption 1, diagonal coeffi-
cients of Jgpe4q ´ c2κ2 `Dκ2

2 are less than r ´ c2κ2 ` dκ2
2. This is precisely the left-hand side

in (1.7). □

Finally, we show that it is indeed possible to satisfy all conditions in Assumption (3). In
particular, equilibria e3 and e4 are not remnantly unstable for large speeds, following [FHSS22]
classification.

Lemma 11. For any values of pd, r, α1, α2q, Assumption 3 is fulfilled by taking c1 and c2 large
enough.

Proof. We begin with a proof that (1.6) is fulfilled when c1 is large enough. Given c1 ą 2
?
1 ` α1

each condition in (1.6) have explicit solution sets∣∣∣κ1 ´
c1
2

∣∣∣ ă
1

2

a

c12 ´ 4p1 ` α1q,

and ∣∣∣κ1 ´
c1
2d

∣∣∣ ă
1

2d

a

c12 ` 4dr.

Since these two intervals are respectively centered at c1
2 ą c1

2d , both conditions in (1.6) can be
fulfilled simultaneously precisely when

c1
2

´
1

2

a

c12 ´ 4p1 ` αq ă
c1
2d

`
1

2d

a

c12 ` 4dr.

Dividing by c1
2 and Taylor expanding when c1 Ñ `8, this condition becomes

1 ` α ´ r

c12
` Oc1Ñ`8

ˆ

1

c14

˙

ă
1

d
,

which is satisfied for all large enough c1.
We now turn to (1.7). The set of admissible κ2 for this inequality is non-empty as soon as

c2 ą 2
?
dr. Furthermore, when c2 Ñ `8 the lower and upper bounds expand as

(2.5)
r

c2
` Oc2Ñ`8

ˆ

1

c23

˙

ă κ2 ă
c2
d

´
r

c2
` Oc2Ñ`8

ˆ

1

c23

˙

.

To conclude, let us discuss (1.8). We see from (2.5) that κ2 ą κ1 is always possible when c2 is
large enough. Increasing c2 if necessary then ensures that (1.8) holds. The proof is complete. □

3. Numerical range bounds

The goal of this section is to prove a time-uniform resolvent bound on Lptq, see the later
Proposition 16. It essentially reduces to locate the numerical range of Lptq, a subset of the
complex plane defined as

RLptq :“
␣

xLptqu, uy : u P H2pR,C2q, ∥u∥L2pRq “ 1
(

.

Since Lptq is parabolic, our goal is to include RLptq in a stable sector. To keep the presentation
simple, we first showcase the estimate for a single scalar front, and then present the two-stage
invasion case.
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The simpler scalar case discussion is independent of Theorem 4 proof. While such a wave is
usually handled with a co-moving frame approach to get rid of time dependence, we take the
occasion to illustrate that our method also applies in the steady frame.

3.1. Single scalar wave. In this subsection only, we replace upt, xq with a single scalar KPP
front ppx´ ctq with speed c ą 2

?
rd. We further write the weight in exponential form: ωpt, xq “

eϕpt,xq. The expression of Lptq then reduces to

Lkppptq “ dBxx ` 2dϕxBx ` rp1 ´ 2ppx´ ctqq ´ ϕt ` dpϕxx ` ϕx
2q.

From the standard identity xϕxux, uy “ ´1
2xϕxxu, uy, that is obtained with one integration by

parts, we compute that

Re xLkppu, uy “ ´d∥ux∥2L2 ` xa0u, uy,

Im xLkppu, uy “ 2d Im xϕxux, uy,

where
a0 :“ rp1 ´ 2pq ´ ϕt ` dϕx

2.

Lemma 12. There exist a positive constant η and a C8 function ϕ : p0,`8q ˆ R such that for
all pt, xq P p0,`8q ˆ R

a0pt, xq ď ´η.

Proof. We can always assume that 3
4 ď ppx ´ ctq ď 1 when x ´ ct ď 1. Indeed, p is monotonic,

and the profile equation is translation invariant. Thus p can be replaced with pp¨´x0q for x0 P R.
From the condition on c, there exists an η ą 0 such that

dκ2 ´ cκ` r “ ´η

admits positive solutions when solved for κ. Let κ be one of these solutions and define

ϕpt, xq “

$

’

&

’

%

0 if x´ ct ď ´1,

´κ
4 px´ ct` 1q2 if x´ ct P p´1, 1q,

´κpx´ ctq if x´ ct ě 1.

It is direct to check that ϕ is C1 with respect to its variables.
When x´ ct ě 1, the choice of κ ensures that

a0pt, xq “ ´2rppx´ ctq ´ η ď ´η.

When x´ ct P p´1, 1q, we compute that

a0pt, xq “ ´2rppx´ ctq ` P px´ ctq,

where P is the convex second-order polynomial

P pyq :“

ˆ

r ´
cκ

2
`
dκ2

4

˙

`

ˆ

dκ2

2
´
cκ

2

˙

y `
dκ2

4
y2.

In particular for all y P p´1, 1q,

P pyq ď maxpP p´1q, P p1qq “ maxpr,´ηq “ r.

Thus when x´ ct P p´1, 1q,

a0pt, xq ď rp1 ´ 2ppx´ ctqq ď ´
r

2
.

We remark that the last chain of inequality is still valid when x ´ ct ď ´1. Shrinking η if
necessary, we proved the claimed bound for all pt, xq P p0,`8q ˆ R.
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To conclude the proof, we explain how to improve regularity from C1 up to C8. We set a
partition of unity θ : R Ñ r0, 1s such that

θpyq “

#

0 |y| ą 2,

1 |y| ă 3
2 .

First, notice that the restriction ϕ|rct´2,ct`2s is time-independent after a suitable space translation.
We approximate it using density of smooth functions: For any δ ą 0, there exists a C8 map
ϕ̃ : r´2, 2s Ñ R such that ∥ϕp¨ ` ctq ´ ϕ̃∥W 1,8p´2,2q ď δ. The convex combination

pt, xq ÞÑ θpx´ ctqϕ̃px´ ctq ` p1 ´ θpx´ ctqqϕpt, xq

is δ close to ϕ in W 1,8-norm, so that the bound a0 ď ´η is still valid upon shrinking η. □

Assuming that ∥u∥L2 “ 1, the previous lemma ensures that

Re xLkppu, uy ď ´∥ux∥2L2 ´ η.

Turning to the imaginary part, we obtain

|Im xLkppu, uy| ď 2dκ∥ux∥L2 .

Thus, for all u P H2pRq with ∥u∥L2 “ 1, there exists ξ ě 0 such that

xLkppu, uy P
␣

λ P C : Reλ ď ´ξ2 ´ η and |Imλ| ď 2dκξ
(

,

Ă
␣

λ P C : Reλ ď ´Cp1 ` |Imλ|2q
(

for some constant C ą 0.

3.2. Two front superposition. Coming back to the actual notations, we proceed similarly as
in the previous subsection. To lighten notations, we may again write the weight in exponential
form:

(3.1) ωpt, xq “: eϕpt,xq.

Lemma 13. Let ϕ as in (3.1). For each t ě 0 and each u P H2pR,C2q,

Re xLptqu, uy “ ´xDux, uxy ` Re xA0u, uy,

Im xLptqu, uy “ 2 Im xDϕxux, uy ` Im xJgpuqu, uy,

where
A0 :“ Jgpuq ´ ϕt `Dpϕxq2.

Proof. Since the coefficients of L are real-valued, and most of them are diagonal, the expression of
Im xLu, uy is as claimed. The expression for the real part follows from the identity Re xϕux, uy “

´1
2xϕxxu, uy. □

The following lemma ensures that the system case reduces to the scalar case when coupling
coefficients are small enough.

Lemma 14. Let a, b, c, d in R such that a ă 0, d ă 0 and b`c
2 ă

?
ad. Let

A :“

ˆ

a b
c d

˙

.

Then there exists η ą 0 such that for any Z “ pz1, z2qT P C2

Re xAZ,Zy ď ´η|Z|2.
9



Proof. We compute that

Re xAZ,Zy “ a|z1|2 ` d|z2|2 ` pb` cqpRe z1Re z2 ` Im z1 Im z2q.

Using Young’s inequality xy ď ε
2x

2 ` 1
2εy

2, to bound the right-hand side, we obtain the estimate

Re xAZ,Zy ď

ˆ

a` ε
b` c

2

˙

|z1|2 `

ˆ

d`
b` c

2ε

˙

|z2|2.

Setting ε “
a

a
d , it rewrites as

Re xAZ,Zy ď

ˆ

b` c

2
´

?
ad

˙ˆ

ε|z1|2 `
1

ε
|z2|2

˙

,

which completes the proof. □

Lemma 15. There exist positive constants η, α and ϕ : p0,`8q ˆ R Ñ p´8, 0s such that for
all α1, α2 P p0, αq and pt, xq P p0,`8q ˆ R, the diagonal coefficients of A0 are less than ´η.

Proof. To keep formulas readable, we drop the initial shifts in this proof. That is we assume
ψ1 “ ψ2 “ 0. The proof adapts to non-zero shifts by replacing each occurrence of x ´ cjt with
x´ cjt´ ψj .

We decompose the half plane into five regions: p0,`8q ˆ R “ I1 Y ... Y I5. The first three
correspond to u being close to constants:

I1 “ tpt, xq : x´ c1t ď ´1u ,

I3 “ tpt, xq : x´ c1t ě 1 and x´ c2t ď ´1u ,

I5 “ tpt, xq : x´ c2t ě 1u .

The remaining two correspond to transition regions of u:

I2 “ tpt, xq : x´ c1t P p´1, 1qu ,

I4 “ tpt, xq : x´ c2t P p´1, 1qu .

Let us collect some useful bounds on the profile u. Upon taking a smaller α, we can assume that

(3.2) pupt, xqq1 , pupt, xqq2 ď 2.

As for a single front, we can always translate both p1 and p2. More precisely, let ε ą 0 be chosen
in a few lines. Using (2.3)-(2.4), we can assume that

pt, xq P I1 Y I2 ùñ pupt, xqq1 , pupt, xqq2 ě 1,(3.3.a)
pt, xq P I3 Y I4 ùñ pupt, xqq1 ě 1 ´ ε, pupt, xqq2 ě 0.(3.3.b)

In the region where u is close to unstable equilibria, we need exponential decay. Let κ1 and
κ2 which satisfy Assumption 3. From (1.7), we can choose ε so small that

(3.4) dκ1
2 ´ c1κ1 ´ r ` 2rε ă 0.

We then define

(3.5) ϕpt, xq “

$

’

’

&

’

’

%

0 pt, xq P I1,

´κ1px´ c1tq pt, xq P I3,

´κ1pc2 ´ c1qt´ κ2px´ c2tq pt, xq P I5.

On the transition regions, we further impose

(3.6) ϕpt, xq “

#

´κ1
4 px´ c1t` 1q2 pt, xq P I2,

´κ1px´ c1tq ´ κ2´κ1
4 px´ c2t` 1q2 pt, xq P I4.

10



It is direct to check that ϕ is C1 with respect to its variables. From (3.5), we compute:

A0 “

$

’

’

&

’

’

%

Jgpuq pt, xq P I1,

Jgpuq ´ κ1c1 `Dκ1
2 pt, xq P I3,

Jgpuq ´ κ2c2 `Dκ2
2 ` κ1pc2 ´ c1q pt, xq P I5,

while (3.6) leads to:

A0 “

#

Jgpuq ` P2px´ c1tq pt, xq P I2,

Jgpuq ` P4px´ c2tq pt, xq P I4,

with second-order polynomials

P2pyq “
κ1

2

4
D ´

c1κ1
2

`
y

2

`

κ1
2D ´ c1κ1

˘

`
y2

4
κ1

2D,

P4pyq “
pκ2 ` κ1q2

4
D ´

c2pκ2 ´ κ1q

2
´ κ1c1

`
y

2

`

pκ2
2 ´ κ1

2qD ´ c2pκ2 ´ κ1q
˘

`
y2

4
pκ2 ´ κ1q2D.

We now successively bound diagonal coefficients of A0 in the different regions.
˛ I1 : Using the expression (2.1) for Jgpuq and (3.3.a), we get that diagonal coefficients are

less than ´r ` 2α1 and ´1 ` 2α2 respectively. Both are negative when α is small.
˛ I2 : We first compute P2 on the boundary:

P2p´1q “ 0, P2p1q “ Dκ1
2 ´ c1κ1.

Then, we handle P2 using convexity of its coefficients, and Jgpuq using the same bound
as in I1 to obtain that diagonal coefficients of A0 are less than (respectively)

2α ` maxp´r, dκ1
2 ´ c1κ1 ´ rq,

2α ` maxp´1, κ1
2 ´ c1κ1 ´ 1q.

Using Assumption 3 and taking α small enough, both are negative.
˛ I3 : From (3.3.b), diagonal coefficients are less than (respectively)

2α ` dκ1
2 ´ c1κ1 ´ r ` 2εr,

2α ` κ1
2 ´ c1κ1 ´ 1.

Using (3.4) and taking α small enough, those are negative.
˛ I4 : We compute P4 on the boundary:

P4p´1q “ κ1
2D ´ c1κ1, P4p1q “ κ2

2D ´ c2κ2 ` κ1pc2 ´ c1q.

Using (3.3.b) to control Jgpuq, and convexity of P4, we get that diagonal coefficients of
A0 are less than (respectively)

2prε` αq ` max

ˆ

dκ1
2 ´ c1κ1 ´ r, dκ2

2 ´ c2κ2 ´ r ` κ1pc2 ´ c1q

˙

,

max

ˆ

κ1
2 ´ c1κ1 ` 1, κ2

2 ´ c2κ2 ` 1 ` κ1pc2 ´ c1q

˙

.

Using (3.4) and (1.8), the first coefficient is negative. The second one follows using (1.6),
(1.8), and r ą 1.

˛ I5 : Using Assumption 1 and puq1, puq2 ě 0, we obtain that diagonal coefficients of A0

are less than
dκ2

2 ´ c2κ2 ` r ` κ1pc2 ´ c1q.

Equation (1.8) precisely ensures that this quantity is negative.
11



To conclude the proof, we can improve the regularity of ϕ in a very similar way as for the single
front case. We notice that close to a regularity defect, ϕ only depends on x´ c1t or x´ c2t, and
use the approximation by smooth functions twice. □

Proposition 16. Fix d ą 1, r ą 1 and let Assumptions 1, 2, and 3 be satisfied. Then, there
exist positive constants η and α such that for all α1, α2 P p0, αq and t ě 0, the spectrum of Lptq
is included in the sector

(3.7) S :“ tλ P C : Reλ ď ´η p1 ` |Imλ|qu .

Furthermore, for each t ě 0 the following resolvent estimate holds. For each λ R S and each
f P L2pRq,

(3.8)
∥∥pλ´ Lptqq´1f

∥∥
L2pRq

ď
∥f∥L2pRq

distpλ, Sq
.

Proof. We show that the numerical range of Lptq is included in S. It implies the claim, as shown
by [KP13, Lemma 4.1.9].

Let u P H2pR,C2q such that ∥u∥L2 “ 1. Using Lemma 13, we can bound the real and
imaginary part of xLu, uy. Since ϕx and the coefficients of Jgpuq are bounded,

|Im xLu, uy| ď C ∥ux∥L2 ∥u∥L2 ` C∥u∥2L2 ,

ď C p1 ` ∥ux∥L2q .(3.9)

To estimate the real part, we rely on Lemma 14. From Lemma 15, diagonal coefficients are
negative. Off-diagonal coefficients read α1u1 and α2u2, thus Lemma 14 applies when α is small
enough. This yields a C ą 0 such that

(3.10) Re xLu, uy ď ´Cp1 ` ∥ux∥2L2q.

Combining (3.9) and (3.10), we see that there exists ξ P R such that xLu, uy belongs to the set
␣

λ P C : Reλ ď ´Cp1 ` ξ2q and |Imλ| ď Cp1 ` |ξ|q
(

,

which is itself a subset of (3.7) for a small enough η. □

4. Proof of the main result

Proof: Theorem 4. To control solutions to (1.11), we rely on the evolution system theory [Paz83,
§5.2, §5.6]. The family of operators Lptq : H2pRq Ă L2pRq Ñ L2pRq is stable with constant
p1,´ηq, due to the resolvent bound (3.8). It is direct to check that L̃ptq :“ Lptq ` η satisfies∥∥∥´L̃pt1q ´ L̃pt2q

¯

L̃pt3q´1f
∥∥∥
L2

ď C|t1 ´ t2|∥f∥L2 ,

since u and ω are continuous. Applying [Paz83, Theoreme 6.1] to L̃, we recover that zptq “

eηtwptq satisfies
∥zptq∥L2 ď C∥zp0q∥L2 .

Unfolding the change of variable concludes the proof. □

References

[Car18] C. Carrère. Spreading Speeds for a Two-Species Competition-Diffusion System. Journal of Differential
Equations, 264(3):2133–2156, 2018.

[CM14] R. Côte and C. Muñoz. Multi-Solitons for Nonlinear Klein–Gordon Equations. Forum of Mathematics,
Sigma, 2:e15, 2014.

[EV23] A. Eychenne and F. Valet. Strongly Interacting Solitary Waves for the Fractional Modified Korteweg-de
Vries Equation. Journal of Functional Analysis, 285(11):110145, 2023.

[FH19] G. Faye and M. Holzer. Bifurcation to Locked Fronts in Two Component Reaction–Diffusion Systems.
Annales de l’Institut Henri Poincaré C, Analyse non linéaire, 36(2):545–584, 2019.

[FHSS22] G. Faye, M. Holzer, A. Scheel, and L. Siemer. Invasion into Remnant Instability: A Case Study of
Front Dynamics. Indiana University Mathematics Journal, 71(5):1819–1896, 2022.

12



[FM77] P. C. Fife and J. B. McLeod. The Approach of Solutions of Nonlinear Diffusion Equations to Travelling
Front Solutions. Arch. Rational Mech. Anal., 65(4):335–361, 1977.

[Gar24] L. Garénaux. Nonlinear Convective Stability of a Critical Pulled Front Undergoing a Turing Bifurcation
at Its Back: A Case Study. SIAM Journal on Mathematical Analysis, 2024.

[GL19] L. Girardin and K.-Y. Lam. Invasion of Open Space by Two Competitors: Spreading Properties of
Monostable Two-Species Competition-Diffusion Systems. Proceedings of the London Mathematical Soci-
ety, 119(5):1279–1335, 2019.

[GLS13] A. Ghazaryan, Y. Latushkin, and S. Schecter. Stability of Traveling Waves in Partly Parabolic Systems.
Math. Model. Nat. Phenom., 8(5):31–47, 2013.

[GR25] L. Garénaux and L. M. Rodrigues. Convective Stability in Scalar Balance Laws. Differential and Integral
Equations, 38(1/2):71–110, 2025.

[HS14] M. Holzer and A. Scheel. Accelerated Fronts in a Two-Stage Invasion Process. SIAM J. Math. Anal.,
46(1):397–427, 2014.

[ILN11] M. Iida, R. Lui, and H. Ninomiya. Stacked Fronts for Cooperative Systems with Equal Diffusion Coeffi-
cients. SIAM J. Math. Anal., 43(3):1369–1389, 2011.

[KP13] T. Kapitula and K. Promislow. Spectral and Dynamical Stability of Nonlinear Waves, volume 185 of
Applied Mathematical Sciences. Springer, New York, NY, 2013.

[KPP37] A. Kolmogoroff, I. Pretrovsky, and N. Piscounoff. Étude de l’équation de la diffusion avec croissance de
la quantite de matière et son application à un problème biologique. Bull. Univ. État Moscou, Sér. Int.,
Sect. A: Math. et Mécan. 1, 6:1–25, 1937.

[LS15] X.-B. Lin and S. Schecter. Stability of Concatenated Traveling Waves: Alternate Approaches. Journal
of Differential Equations, 259(7):3144–3177, 2015.

[MM06] Y. Martel and F. Merle. Multi Solitary Waves for Nonlinear Schrödinger Equations. Annales de l’Institut
Henri Poincaré C, 23(6):849–864, 2006.

[MM16] Y. Martel and F. Merle. Construction of Multi-Solitons for the Energy-Critical Wave Equation in Di-
mension 5. Arch Rational Mech Anal, 222(3):1113–1160, 2016.

[MMT02] Y. Martel, F. Merle, and T.-P. Tsai. Stability and Asymptotic Stability for Subcritical gKdV Equations.
Commun. Math. Phys., 231(2):347–373, 2002.
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